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STACIE is a STable AutoCorrelation Integral Estimator.

STACIE is developed in the context of a collaboration between the Center for Molecular Modeling
and the tribology group of Labo Soete at Ghent University. STACIE is open-source software
(LGPL-v3 license) and is available on GitHub and PyPL

This is a PDF version of the online documentation of STACIE. The latest version of the documen-
tation can be found at https://molmod.github.io/stacie/.

Please cite the following in any publication that relies on STACIE:

Gozdenur, T.; Fauconnier, D.; Verstraelen, T. “STable AutoCorrelation Integral Estimator
(STACIE): Robust and accurate transport properties from molecular dynamics simulations”
arXiv 2025, arXiv:2506.20438.

This manuscript has been submitted to The Journal of Chemical Information and Modeling and
the citation records will be updated when appropriate.

A follow-up paper is nearly completed that will describe in detail the calculation of shear viscosity
with STACIE:

Gozdenur, T.; Fauconnier, D.; Verstraelen, T. “Reliable Viscosity Calculation from High-
Pressure Equilibrium Molecular Dynamics: Case Study of 2,2,4-Trimethylhexane.”, in prepa-
ration.

In addition, we are preparing another follow-up paper showing how to estimate diffusion coef-
ficients with proper uncertainty quantification using STACIE, which is currently not fully docu-
mented yet.

Copy-pasteable citation records in various formats are provided in How to Cite.
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CHAPTER 1

Getting Started

STACIE is a Python software library that can be used interactively in a Jupyter Notebook or em-
bedded non-interactively in larger computational workflows.

To get started:
« Install the stacie Python library (see installation).
« Understand and accept the open source licenses we use.
+ Get a bird’s-eye view of how to use STACIE.
« Know how to cite STACIE when using it for your research.

A basic understanding of the theory is highly recommended to ensure that you get the right result
for the right reason. The documentation contains several worked examples that you can use as a
starting point for your own research.

1.1 Installation

Before you begin, ensure that you have the following installed:
« Python version 3.11 or higher
« Pip
Additional dependencies will be installed using the pip command below. Familiarity with Pip is
assumed. We recommend performing the installation within a Python virtual environment.
To install STACIE, use the following shell command:

[pip install stacie



https://www.python.org/
https://pip.pypa.io/
https://pip.pypa.io/
https://docs.python.org/3/library/venv.html
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1.2 Licenses

1.2.1 Source code license

STACIE is free software: you can redistribute it and/or modify it under the terms of the GNU
Lesser General Public License as published by the Free Software Foundation, either version 3 of
the License, or (at your option) any later version.

STACIE is distributed in the hope that it will be useful, but WITHOUT ANY WARRANTY; without
even the implied warranty of MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE.
See the GNU Lesser General Public License for more details.

You should have received a copy of the GNU Lesser General Public License along with this pro-
gram. If not, see https://www.gnu.org/licenses/.

1.2.2 Documentation license

STACIE’s documentation is distributed under the Creative Commons CC BY-SA 4.0 license.

1.3 Usage Overview

This section provides an overview of how to use STACIE. More detailed information can be found
in the remaining sections of the documentation.

The STACIE algorithm provides robust and reliable estimates of autocorrelation integrals without
requiring extensive adjustment of its settings. Users simply provide the relevant inputs to STACIE:
the time-correlated sequences in the form of a NumPy array, a few physical parameters (such as
the time step), and a model to fit to the spectrum. This can be done in a Jupyter notebook for
interactive work or in a Python script.

The most important inputs for STACIE are time series data on an equidistant time grid. You can
provide multiple independent sequences of the same length to reduce uncertainties. The analysis
returns a result object including the following attributes:

« acint: The integral of the autocorrelation function.
« corrtime_int: The integrated autocorrelation time.
o corrtime_exp: The exponential autocorrelation time (if supported by the selected model).

The estimated uncertainties are accessible through the acint_std, corrtime_int_std, and cor-
rtime_exp_std attributes, respectively. In addition, intermediate results of the analysis can be
accessed, e.g., to create plots using the built-in plotting functions.

Many (transport) properties are defined in terms of an autocorrelation integral. They require
slightly different settings and preprocessing of the input data. STACIE’s documentation contains
instructions for the properties we have tested. In addition, we provide worked examples that show
in detail how STACIE is used in practice.

If you plan to produce publication-quality research with STACIE, the analysis inevitably becomes
an iterative process. The main difficulty is providing sufficient data for the analysis, but what con-
stitutes “sufficient” only becomes clear after an initial analysis. STACIE’s documentation contains
a section on preparing inputs to help you with this process.

Finally, we encourage you to delve into the theory behind STACIE. Although we try to make
STACIE usable without a full understanding of the technical details, a good understanding will
help you get the most out of it.

4 Chapter 1. Getting Started
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1.4 How to Cite

When using STACIE in your research, please cite the STACIE paper in any resulting publication.
The reference is provided in several formats below:

1.4.1 Main STACIE Paper

This paper introduces STACIE and should be cited in any publication that relies on STACIE. The
manuscript has been submitted to The Journal of Chemical Information and Modeling, and the
citation records below will be updated when appropriate.

 BibTeX:

,

@article{Toraman2025STACIE,

title = {STable AutoCorrelation Integral Estimator (STACIE): Robust and accurate_

stransport properties from molecular dynamics simulations},

url = {https://arxiv.org/abs/2506.20438},

doi = {10.48550/arXiv.2506.20438},

publisher = {arXiv},

author = {G\"{o}zdenur Toraman and Dieter Fauconnier and Toon Verstraelen},
year = {2025},

month = {jun}
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1.4.2 Shear Viscosity Calculations

The following paper describes in detail the calculation of shear viscosity with STACIE.
« BibTeX:

@article{Toraman2025ShearViscosity,

title = {Reliable Viscosity Calculation from High-Pressure Equilibrium Molecular_
<Dynamics: Case Study of 2,2,4-Trimethylhexane.},

author = {G\"{o}zdenur Toraman and Dieter Fauconnier and Toon Verstraelen},

year = {2025},

note = {in preparation}

}

L

« EndNote

-

%0 Journal Article

%A Toraman, Gozdenur

%A Fauconnier, Dieter

%A Verstraelen, Toon

%D 2025

%T Reliable Viscosity Calculation from High—Pressure Equilibrium Molecular Dynamics:
~Case Study of 2,2,4-Trimethylhexane.

%Z in preparation

« RIS (ProCite, Reference Manager)

e

TY - JOUR

AU - Toraman, Gozdenur

AU - Fauconnier, Dieter

AU - Verstraelen, Toon

PY - 2025

TI - Reliable Viscosity Calculation from High—-Pressure Equilibrium Molecular Dynamics:
«~Case Study of 2,2,4-Trimethylhexane.

N1 - in preparation

ER -
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CHAPTER 2

Theory

This section focuses solely on the autocorrelation integral itself. The (physical) properties associ-
ated with this integral are discussed later.

Some derivations presented here can also be found in other sources. They are included to enhance
accessibility and to provide all the necessary details for implementing STACIE.

First, the notation is defined, and an overview is presented of how STACIE works. The derivation
comprises three main parts:

» A model for the low-frequency part of the power spectrum,

« an algorithm to estimate the parameters of this model, from which the autocorrelation inte-
gral and its uncertainty can be derived,

« and an algorithm to determine the frequency cutoff used to identify the low-frequency part
of the spectrum.

2.1 Notation

The following notation is used throughout STACIE’s documentation.

2.1.1 Special functions

« I'(z) is the Gamma function.

* 7(z, x) is the lower incomplete Gamma function.

2.1.2 Statistics

« Several symbols are used to denote time:
— t is an absolute time.
— 1y is a reference point on the time axis.

- A, is a time difference or lag.
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— 7 denotes a relaxation or autocorrelation time, and usually has a subscript int or exp to
distinguish between integrated and exponential autocorrelation times.

— h is the time step of a discretized time axis (with equal spacing between the grid points).

— Integer steps on a discretized time axis are denoted by indices n or m; the difference
between them is A.

+ p,(x) is the probability density function of X.

+ A hat is used for all stochastic quantities, including functions of stochastic quantities. This
is more general than the common practice of using hats for statistical estimates only. We
find it useful to clearly identify all stochastic variables. For example:

— If T is the ground truth of the autocorrelation integral, then T is an estimate of Z.

2

— The sampling variance is denoted as 67.

— The sampling covariance is denoted as C, ,.

— The sampling covariance matrix of two stochastic vectors is denoted as C, j,.

— A sample point from a distribution p,(a) is denoted as a.

— A realization of a continuous stochastic process p,,[a] is written as a(7).
— Similarly, a sample from a discrete stochastic process p, [a] is written as d,,.

+ Expected values are denoted as:
— E[-] is the mean operator.
— VAR([-] is the variance operator.
— STD[:] is the standard deviation operator.
— COV[., ] is the covariance operator.

« The Gamma distribution with shape a and scale 6 is denoted as:

_ L e e
pGamma(a,Q)(x) - G“F(a)x e

+ The Chi-squared distribution with v degrees of freedom is a special case of the Gamma dis-
tribution:

1 -1 -
xv/Z le x/2

2V/2F(v/2) = pGamma(v/z,z)(x)

pa(x) =

2.1.3 Discrete Fourier Transform

+ X, is an element of a real periodic sequence x with period N.

« X = F[x] is the discrete Fourier transform of the sequence, complex and periodic with period
N.

« When M samples of the sequence are considered, they are denoted as x™ with elements
xﬁ,m). Their discrete Fourier transforms are X with elements X I((m).

The grid spacing on the frequency axis is 1/AN, where h is the spacing of the time axis.

« Frequency grid points are labeled by an index k, such that the kth frequency is k/AN.

Hats are added if the sequences are stochastic.

8 Chapter 2. Theory
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2.2 STACIE Algorithm Overview

The goal of STACIE is to estimate the integral of the ACF of a physical, continuous, time-
dependent function with an infinite domain. In practice, due to inherently finite computational
resources, however, we resort to discrete and finite time-dependent sequences. We first formulate
STACIE’s goal in the continuous case and then reformulate it in the discrete case.

2.2.1 Continuous time, infinite domain

Consider an observation, X(¢), of a time-dependent stochastic process. The integral of the ACF is

defined as:

7- E/ c(A)dA,
2 J-»
with
c(A) = COV[%(t), %(t + A))]

A prefactor F is usually present, containing factors such as the temperature and/or the cell volume
in Green-Kubo formalisms [Gre52, Gre54, Kub57]. The integrand is the ACF, c(4,), of the time-
dependent input X(¢). It is common to integrate only from O to oo, but we prefer to use the full

range and compensate with the factor % in front of the integral. (The integrand is an even function
of A,.) The expected value is obtained by averaging over all times ¢ and all observations X(¢).
Let C(f) be the Fourier transform of the ACF, which is also known as the PSD:

C(f) =Flel(f) = / c(A)e™ 7 EudA,
Then 7 is simply proportional to the DC component of the PSD, i.e., the zero-frequency limit of
the Fourier transform of the ACF:

F C(0)
2

At first glance, this result seems trivial, with no added value over the original form of the inte-
gral. For numerical applications, this is actually a useful identity: the sampling ACF is practically
computed using the sampling PSD as an intermediate step. When T is derived from the PSD, the
inverse transform to derive the ACF from the PSD can be skipped. As we will see later, there are
other advantages to using this zero-frequency limit to compute the integral.

1=

©® Note

Some derivations of Green-Kubo relations of transport properties, conventionally formulated
as integrals of autocorrelation functions, also express them as the zero-frequency limit of an
appropriate spectrum [HM13].

One can always rewrite the autocorrelation integral as a so-called Einstein—Helfand relation
[Hel60], i.e., as the limit of the time derivative of the mean-square displacement [HM13]:

1 .. d /. R 2
2= 13 Jim gz {0+ 20 = 560f’)
where J is the antiderivative of X:
. dy
==
dr

2.2. STACIE Algorithm Overview 9
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STACIE can also be used to evaluate such limits by using samples of the time derivatives of y as
input to the computation of the PSD.

2.2.2 Discretized time, periodic sequences

For simplicity, we first discuss the basic identities in terms of the ensemble average of the discrete
ACF, which has no statistical uncertainties. Further below, we comment on how to deal with the
uncertainties, and refer to the following sections for the details.

In terms of ensemble averages

In analogy with the continuous infinite-time case, the autocorrelation integral can be expressed
in terms of discrete and periodic sequences, X,. For example, such a sequence is obtained by
discretizing the time axis with a time step 4 and a time origin #,:

%,=2%(g+nh) Vn=0..N—1

The underlying continuous function X(), and thus X,, are not necessarily periodic. However,
because we intend to use the discrete Fourier transform and rely on its well-known properties, we
will assume in the derivations that X, is periodic with period N. In practice, this assumption has
negligible effects and is only noticeable at higher frequencies, far away from the zero-frequency
limit of interest.

Due to the discretization in time, the autocorrelation integral must be approximated with a simple
quadrature rule:

N-1
1 . .
I=Fh; AZB COV|[%,, sl

The summand is the discrete ACF, c¢,. The covariance is an expected value over all » and all
possible realizations of the input sequence.

Let Cy be the discrete Fourier transform of the autocorrelation function:

N-1

Ck = Z CAa)_kA
A=0

with @ = exp(i2z/N). According to (the discrete version of) the Wiener—Khinchin theorem
[OSB99], this Fourier transform can be written in terms of the discrete PSD:

G [ 14
with
N-1
Xy = )| &, —El%, Do
n=0

In STACIE, we always work with a rescaled version of the PSD, including the factor Fh/2:

Fh
Ik = TCk

In this notation, the autocorrelation integral is simply the zero-frequency limit of the PSD: T = I,,.

10 Chapter 2. Theory
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In terms of sampling estimates

So far, we have worked with ensemble averages to define the discrete ACF and PSD. In practice,
however, we must work with sampling estimates of these quantities. To keep the notation simple,
we will assume that E[X,] = 0. Furthermore, we will assume that we can use M independent
sequences of length N:

2 Yp=0.N-1 VYm=1..M
In this case, the discrete sampling ACF is estimated as:

M N-1

R DL

mln

The discrete sampling PSD, rescaled with STACIE’s conventions, becomes:

I, ~ Z

A(m)‘

where X ,(Cm) is the discrete Fourier transform of the m-th sequence:

Z ~(m) —kn

Plotting the low-frequency part of I, will already give a quick visual estimate of 7 with the ap-
propriate units.

A direct computation of I, for a limited number of input sequences would at best yield a high-
variance estimate of 7. (This is only possible if E[X,] = 0, which is not always the case.)

To reduce the variance of the estimate of 7, STACIE derives the zero-frequency limit by fitting a

model to the low-frequency part of the power spectrum I,. The following theory sections explain
how this estimate can be made robustly. In summary, STACIE introduces a few models for the low-
frequency spectrum. The parameters in such a model are estimated with likelihood maximization,
and the parameter covariance is estimated with the Laplace approximation [Mac05]. To write out
the likelihood function, the statistical distribution of the sampling PSD amplitudes must be derived.
Finally, STACIE determines up to which cutoff frequency the model will be fitted. For cutoffs that
are too high, the model becomes too simple to describe all the features in the spectrum, which
leads to significant underfitting. When the cutoff is too low, too few data points are included to
obtain a low-variance estimate of 7. This is solved by considering a grid of cutoff frequencies and
assigning weights to each grid point based on the bias-variance trade-off of the regression. The
final parameters are obtained by averaging over the grid of cutoff frequencies.

2.3 Model Spectrum

STACIE supports three models for fitting the low-frequency part of the power spectrum. In both
models, the value at zero frequency corresponds to the autocorrelation integral.

1. The ExpPolyModel is the most general; it is an exponential function of a linear combination
of simple monomials of the frequency. You can specify the degrees of the monomials, and
typically a low degree works fine:

« Degree 0 is suitable for a white noise spectrum.

2.3. Model Spectrum 11
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» Degrees {0, 1} can be used to extract useful information from a noisy spectrum.

« Degrees {0, 1,2} are applicable to spectra with low statistical uncertainty, e.g., averaged
over > 100 inputs.

+ An even polynomial with degrees {0, 2} is suitable for spectra that are expected to have
a vanishing derivative at zero frequency.

The main advantage of this model is its broad applicability, as it requires little prior knowl-
edge of the functional form of the spectrum.

2. The PadeModel is useful in several scenarios:

« It can be configured to model a spectrum with a Lorentzian peak at the origin plus some
white noise, which corresponds to an exponentially decaying ACF. In this case, STACIE
also derives the exponential correlation time, which can deviate from the integrated
correlation time.

« Rational functions are, in general, interesting because they can be parameterized to have
well-behaved high-frequency tails, which can facilitate the regression.

3. The LorentzModel is a special case of the Pade model with a Lorentzian peak at the origin
plus some white noise. It is equivalent to the Pade model with numerator degrees {0,2} and
denominator degrees {2}. This special case is not only implemented for convenience, since
it is the most common way of using the Pade model, but also because it allows STACIE to
derive the exponential correlation time.

2.3.1 1. ExpPoly Model
The ExpPolyModel is defined as:

1
IZXPPOY = exp <Z bsfli)
sES

where ' is the set of polynomial degrees, which must include 0. With this form, exp(b,) cor-

responds to the integral of the autocorrelation function. When one obtains an estimate b, and
2

its variance 8b0, the autocorrelation integral is log-normally distributed with estimated mean and

variance:

A

= 1.,
1T =exp (bo + 56b0>
A2 _ P A2 A2
67 = exp (2b0 + 51;0) <exp(ab0) — 1)

To construct this model, you can create an instance of the ExpPolyModel class as follows:

from stacie import ExpPolyModel
model = ExpPolyModel([0, 1, 2]1)

This model is identified as exppoly(e, 1, 2) in STACIE’s screen output and plots.

2.3.2 2. Pade Model
The PadeModel is defined as:

. by

Ipade _ SESnum
k R ———
1+ Y af}
SESden

12 Chapter 2. Theory


https://en.wikipedia.org/wiki/Log-normal_distribution

STACIE, Release 1.0

where S, contains the polynomial degrees in the numerator, which must include 0, and Sy,
contains the polynomial degrees in the denominator, which must exclude 0. With this model, p
corresponds to the integral of the autocorrelation function, for which we simply have:

I = ﬁo
A2 _ A2
1 Po

To construct this model, you can create an instance of the PadeModel class as follows:

from stacie import PadeModel
model = PadeModel([0, 2], [21)

This model is identified as pade(®, 2; 2) in STACIE’s screen output and plots.

2.3.3 3. Lorentz Model

The LorentzModel is a special case of the Pade model with numerator degrees {0,2} and denomi-
nator degrees {2}. For this special case the model is equivalent to:

I]l(orentz = A+ B .
1+ Q7 Texp)

where f) is the standard frequency grid of the discrete Fourier transform, A is the white noise

level, B is the amplitude of the Lorentzian peak, and 7., is the exponential correlation time. The

frequency grid is defined as f; = k/(hN), where h is the time step of the discretized time axis,
and N is the number of samples. We can write the Lorentzian model parameters in terms of the
Pade model parameters as follows:

a=2
q
. P
B =py—+
4
_\/Clz
exp — 27[

The Pade model will only correspond to a Lorentzian peak if g, > 0 and pyg, > p,. When this is
the case, 7y, is related to the width of the peak (277,,,) in the power spectrum. The exponential
correlation time and its variance can then be derived from the fitted parameters with first-order

error propagation:

V@
<P 2r
o) | )

(0} (03
Texp 1 6 n-z q‘z q2

>
|

Note that this model is also applicable to data whose short-time correlations are not exponential,
as long as the tail of the ACF decays exponentially. Such deviating short-time correlations will
only affect the white noise level A and features in the PSD at higher frequencies, which will be
ignored by STACIE.

The implementation of the Lorentz model has the following advantages over the equivalent Pade
model:

» The exponential correlation time and its uncertainty are computed.

2.3. Model Spectrum 13
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« If no exponential correlation time can be computed, i.e. when ¢, < 0 and pyg, < p,, the fit
is not retained for the final average over all cutoff grid points.

« If the relative error of the exponential correlation time exceeds a certain threshold, which is
set to 10% by default, the fit is not retained for the final average over all cutoff grid points.

The last two points weed out poor fits (typically at too low cutoft frequencies) for which the
maximum a posteriori (MAP) estimate and the Laplace approximation of the posterior distribution
tend to be unreliable.

To construct this model, you can create an instance of the LorentzModel class as follows:

from stacie import LorentzModel
model = LorentzModel()

This model is identified as lorentz(0.1) in STACIE’s screen output and plots, where 0.1 is the
relative error threshold for the exponential correlation time.

2.4 Parameter Estimation

Before discussing how to fit a model to spectral data, we first review the statistics of the sampling
PSD. Given these statistical properties, we can derive the likelihood that certain model parameters
explain the observed PSD.

2.4.1 Statistics of the Sampling Power Spectral Distribution

When constructing an estimate of a discrete PSD from a finite amount of data, it is bound to
contain some uncertainty, which will be characterized below.

The estimate of the PSD is sometimes also called the periodogram or the (empirical) power spec-
trum.

Consider a periodic random real sequence X with elements X, and period N. For practical pur-
poses, it is sufficient to consider one period of this infinitely long sequence. The mean of the
sequence is zero, and its covariance is COV[%,,, X,,]. The distribution of the sequence is station-
ary, i.e., each time translation of a sequence results in an equally probable sample. As a result, the
covariance has a circulant structure:

COVI[%,, &,]=c) =c_,

with A = n — m. Thus, we can express the covariance with a single index and treat it as a real
periodic sequence, albeit not stochastic. c, is also known as the autocovariance or autocorrelation
function of the stochastic process because it expresses the covariance of a sequence X with itself
translated by A steps.

The discrete Fourier transform of the sequence is:

with @ = 2N .

A well-known property of circulant matrices is that their eigenvectors are sine- and cosine-like
basis functions. As a result, the covariance of the discrete Fourier transform X becomes diagonal.

To make this derivation self-contained, we write out the mean and covariance of X, explicitly.
Note that the operators E[-], VAR[:], and COV[., -] are expected values over all possible realiza-
tions of the sequence.
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For the expected value of the Fourier transform, we take advantage of the fact that all time trans-
lations of X belong to the same distribution. We can explicitly compute the average over all time
translations, in addition to computing the mean, without loss of generality. In the last steps, the
index n is relabeled to n —m, and some factors are rearranged, after which the sums can be worked
out.

N-—1
E[X,]=E Z R,k
n=0

1N 1 N-
=E ﬁmg; n+m®@

N-1 N-1
=E L wkm
N m=0 n=0
0
=0

The derivation of the covariance uses similar techniques. In the following derivation, * stands for
complex conjugation. Halfway through, the summation index » is written as n = A + m.

N-1 N-1
COVIX}, X,]1=COV| Y %,0, Y %,07"
m=0 n=0

N-1N-1
PR
m=0 n=0

km ‘m Z W
m=0

= N5kf F[C]f

5'42

To finalize the result, we need to work out the discrete Fourier transform of the autocorrelation
function, c,. Again, we make use of the freedom to insert a time average when computing a mean.
Note that this derivation assumes E[X,] = O to keep the notation bearable.

N-1 1 N-1
Cy=Flcly= ) o**E ~ DIEFE AVN

A=0 n=0

1 N-1
_ 1 —kA— knA
= E Z k" z 1))

n=0

1 52
=—E[X ]

~ | X

This is the discrete version of the Wiener—Khinchin theorem [OSB99].

By combining the previous two results, we can write the covariance of the Fourier transform of
the input sequence as:
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For the real component of X, (= X* ) we find:
s 1 A A
VAR[R(X))] = 1 VAR[X, + X}]
= i(COV[Xk , X1+ COV[X,, Xi1+COV[X}, X,]+COV[X}, XZ])

1 N N N N N N N N
=1 (COV[Xik , X1+ COV[X,, X1+ COV[X?, X,]+COV[X}, X_k]>
3G if0<k<N
Similarly, for the imaginary component (which is zero for k = 0):

" 1 A
VARIS(X,)] = 7 VARLX, - X}]

= i(COV[Xk , X 1-COV[X,, X;]1-COV[X}, X;]+COV[X}, X;j])

{0 ifk=0
"\ 3G if0<k<N

The real and imaginary components have no covariance:
COV[R(X)),S(Xp] = ~COV[X, + X}, X, — X[]

Bl—

COV[X,, X, ]—COV[X,, X}]

+COVLX, X,] - COVIX;, X}1)
=0

In summary, the Fourier transform of a stationary stochastic process consists of uncorrelated real
and imaginary components at each frequency. Furthermore, the variance of the Fourier transform
is proportional to the power spectrum. This simple statistical structure makes the spectrum a
convenient starting point for further analysis and uncertainty quantification. In comparison, the
ACF has non-trivial correlated uncertainties [Bar80, Bos96, FZ09], making it difficult to fit models
directly to the ACF (or its running integral).

If we further assume that the sequence X is the result of a periodic Gaussian process, the Fourier
transform is normally distributed. In this case, the empirical power spectrum follows a scaled
Chi-squared distribution [EMB17, Ful95, Pri82, SS17]. For notational consistency, we will use the
Gamma(a, ) distribution with shape parameter « and scale parameter 6:

C, = %|Xo|2 ~ Gamma(%,2C0)
CA'N/z = %|XN/2|2 ~ Gamma(%,2CN,2) if N is even

A

¢, = %pm2 ~ Gamma(1,C,) for0 <k < N and k # N/2

Note that X, and Xy, have only a real component because the input sequence % is real, which
corresponds to a Chi-squared distribution with one degree of freedom. For all other frequencies,

X has a real and imaginary component, resulting in two degrees of freedom.
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Spectra are often computed by averaging them over M sequences to reduce the variance. In this
case, the M -averaged empirical spectrum is distributed as:

M
N 1 A v 2
C,=—— ) | X2 ~G % =c
¢ = wag &Kol ~ GammaG, SC0

with
M ifk=0
vp=sM ifk=N/2and N is even
2M otherwise

The rescaled spectrum used in STACIE, i «» has the same distribution, except for the scale param-
eter:

o Fh A 2
I, = TC" ~ Gamma(%, Zlk)

2.4.2 Regression

To identify the low-frequency part of the spectrum, we introduce a smooth switching function
that goes from 1 to 0 as the frequency increases:

1
I+ (fk/fcut)ﬂ

This switching function is 1/2 when f; = f.,. The hyperparameter f controls the steepness of
the transition and is 8 by default. (This should be fine for most applications.) This value can be
set with the switch_exponent argument of the estimate_acint() function. One can better appreciate
the advantage of this switching function by rewriting with a hyperbolic tangent:

Wil feur) = % ll — tanh <gln ;k >l
cut

This shows that the switching is scale invariant, i.e., it does not depend on the unit of the fre-
quency, because the frequency appears only in a logarithm. The parameter f controls the width
of the transition region on a logarithmic scale.

w(fiel feur) =

We derive below how to fit parameters for a given frequency cut-off f_. The next section describes
how to find suitable cutoffs.

To fit the model, we use a form of local regression by introducing weights into the log-likelihood
function. The weighted log likelihood of the model 1 ;cn(’del(b) with parameter vector b becomes:

InLb) = Y w(fi]fou) I PGammate,.a,)(Cr)

kekK
= Y Wl o) |~ 10T — In(0,09) + (o — Din | S ) = S
Pere “ 9.(b) |~ 6,(b)
with
_ Yk
ak ?
ZImodel b
0, (b) = —~ ®
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This log-likelihood is maximized to estimate the model parameters. The zero-frequency limit of
the fitted model is then the estimate of the autocorrelation integral.

O Note

It is worth mentioning that the cutoff frequency is not a proper hyperparameter in the Bayesian
sense. It appears in the weight factor w(f}|f.,;), which is not part of the model. Instead, it is
a concept taken from local regression methods. One conceptual limitation of this approach is
that the unit of the likelihood function, £(b), depends on the cutoff frequency. As a result, one
cannot compare the likelihood of two different cutoffs. This is of little concern when fitting
parameters for a fixed cutoff, but it is important to keep in mind when searching for suitable
cutoffs.

For compatibility with the SciPy optimizers, the cost function cost(b) = —In £(b) is minimized.
STACIE implements first and second derivatives of cost(b), and also a good initial guess of the
parameters, using efficient vectorized NumPy code. These features make the optimization of the

parameters both efficient and reliable. The optimized parameters are denoted as b. The hats indi-
cate that these are statistical estimates because they are derived from data statistical uncertainties.

The Hessian computed with the estimated parameters, cost(b), must be positive definite. (If non-
positive eigenvalues are found, the optimization is treated as failed.)

A . A 02 cost
0b;0b; |, 4

The estimated covariance matrix of the estimated parameters is approximated by the inverse of
the Hessian, which can be justified with the Laplace approximation: [Mac05].

A (A

Cbisbj <H )i J
This covariance matrix characterizes the uncertainties of the model parameters and thus also of
the autocorrelation integral. More accurate covariance estimates can be obtained with Monte
Carlo sampling, but this is not implemented in STACIE. Note that this covariance only accounts
for the uncertainty due to noise in the spectrum, which is acceptable if the cutoff frequency is a

fixed value. However, in STACIE, the cutoff frequency is also fitted, meaning that the uncertainty
due to the cutoff must also be accounted for. This will be discussed in the next section.

©® Note

The estimated covariance has no factor Ng /(N — N,,), where Ny, is the amount of data in

the fit and N, is the number of parameters. This factor is specific to the case of (non)linear

regression with normal deviates of which the standard deviation is not known a priori [Mil11].
Here, the amplitudes are Gamma-distributed with a known shape parameter. Only the scale
parameter at each frequency is predicted by the model.

2.4.3 Regression Cost Z-score

When a model is too simple to explain the data, the regression cost Z-score can be used to quantify
the goodness of fit. This is implemented in STACIE to facilitate the detection of poorly fitted
models, which can sometimes occur if the selected model cannot explain the data for any cutoff
frequency. This Z-score is defined as:

_ cost(b) — E [cdst(b)]

z -
STD [cst(b)]

cost
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The mean E [Cést(b)] and standard deviation STD [Cc;st(b)] are computed as expectation values

over all possible spectra sampled from the Gamma distribution corresponding to the model param-
eters b. For both expectation values STACIE implements computationally efficient closed-form
solutions.

The Z-score is easily interpretable as a goodness of fit measure. When the model fits the data
well, the Z-score has a zero mean and unit standard deviation. When the model is too simple and
underfits the data, the Z-score is positive and quickly exceeds the standard deviation. For example
a Z-score of 2 indicates that the model cost is two standard deviations above its mean, suggesting
that the model is too simple.

The mean is derived as follows:

E [cSst®)] = ¥, (il feu) E |~ 10 PGamimata (G|
kek

where the mean is computed by sampling C;, from the distribution Gamma(a,, 6,). This mean is
also known as the entropy of the distribution, with a well-known closed-form solution. Inserting
this solution into the previous equation gives:

E[cstd)] = Y w(s] fcut)<ak — In(6,(b)) + In[(ay) + (1 — (xk)q/((xk)>
keK
where y(a) is the digamma function.

The standard deviation is best derived by first computing the variance of the cost function:

VAR [c65tD)] = 3 w(fy] fou) VAR [—m pGamma(akﬂk)(ék)]
kek

The variance of the cost function is also defined as an expectation value over C, from the dis-
tribution Gamma(a,, 6;). This variance can also be derived analytically, but the result is not as
well-known, so we will work it out here. The logarithm of the probability density has only two

terms that depend on the random variable C;, which are relevant for the variance:

VAR [_ In pGamma(ak,ek)(ék)]

o335
= VAR |(a; — 1) In(C,) —

0x(b)
A 1 A a, — 1 A A
= (¢ — D* VAR [In(C))] + % VAR [C,] - 2W COV [In(Cy), G;]

The first two terms are well-known results, i.e. the variance of the log-Gamma and Gamma dis-
tributions, respectively.

VAR [In(Cp)] = wy(ay)
VAR [€,] = a; 02(b)

where y (@) is the trigamma function. The only term that requires some more work is the third
term:

COV [In(Cy), €] =E [In(Cy) €] — E [In(CY)] E [C]
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A derivation of the first term can be found in the wonderful online book of statistical proofs. The
second term contains well-known expectation values of the Gamma distribution. The results are:

E[InC) C,] = Gk(b)<w(ak + D+ ln(Hk(b))>

E [In(Cp)] = w(a) + In(6,(b))
E[C,] = a; 0,(b)

The covariance can now be worked out by making using of the well-known recurrence relation
of the digamma function:

COV [In(Cy), Cy] = ay 0,(0) (wlay + 1) — wiay))
= 0,(b)

Putting it all together, we find the variance of the logarithm of the probability density of the
Gamma distribution:

VAR [— lanamma(ak,Gk)(ék)] = (@ = D’y (@) — oy +2

The standard devation in the Z-score finally becomes:

STD [cdst()] = | Y w(fil fcut)2<(ak — 12y (ay) — ap + 2)

keK

It is noteworthy that the standard deviation is independent of the model parameters b.

2.5 Frequency Cutoff

In STACIE, a model is fitted to the low-frequency part of the sampling PSD. This low-frequency
part is defined by a cutoff frequency, f.,, above which the model is not expected to explain
the data. The previous section discussed how to implement a local regression using a smooth
switching function parameterized by such a cutoff frequency, f_,. A good choice for the cutoff
seeks a trade-off between two conflicting goals:

1. If too much data is included in the fit, the model may be too simple to explain all features of
the spectrum. It underfits the data, and the estimates are generally biased.

2. If too little data is included in the fit, the variance of the estimated parameters is larger than
necessary, meaning that not all relevant information is used.

Finding a good compromise between these two can be done in several ways, and similar difficulties
arise in other approaches to compute transport coeflicients. For example, in the direct quadrature
of the ACF, the truncation of the integral faces a similar trade-off.

Because the model is fitted to a sampling PSD with known and convenient statistical properties, as
discussed in the previous section, it is possible to determine the cutoft frequency systematically. As
also explained in the previous section, the cutoff frequency is not a proper hyperparameter in the
Bayesian sense, meaning that a straightforward marginalization over the cutoff frequency is not
possible [RW05]. Instead, STACIE uses cross-validation to find a good compromise between bias
and variance. As explained below, a model likelihood is constructed based on cross-validation,
whose unit is independent of the cutoff frequency. This model is then used to marginalize esti-
mated parameters over the cutoff frequency.
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2.5.1 Effective number of fitting points

The concept of “effective number of fitting points” is used regularly in the following subsections.
For a given cutoff frequency, it is defined as:

M
Neg(few) = D, (il feu)
k=1
This is simply the sum of the weights introduced in the section on regression.

2.5.2 Grid of Cutoff Frequencies

STACIE uses a logarithmic grid of cutoff frequencies and fits model parameters for each cutoff.

The grid is defined as:

fcut,j = fcut,O r!
where f( is the lowest cutoff frequency in the grid, and r is the ratio between two consecutive
cutoff frequencies. The following parameters define the grid:

+ The lowest cutoff is determined by solving:

Neff(fcut,min) = Neff, min

where Ng 1, is a user-defined parameter, and P is the number of model parameters. In
STACIE, the default value is Ng ,;, = 5P, which reduces the risk of numerical issues in the
regression. The value of N g ,;, can be adjusted using the neff_min option in the function
estimate_acint().

+ The maximum cutoff frequency is determined by solving:

Neff(fcut,max) = Neff, max

where N g i, is a user-defined parameter. In STACIE, the default value is N ,,;, = 1000.

This value can be modified using the neff_max option in the function estimate_acint(). The
purpose of this parameter is to limit the computational cost of the regression. (For short
inputs, the highest cutoff frequency is also constrained by the Nyquist frequency.)

« The ratio between two consecutive cutoff frequencies is:
r = exp(gp/h)

where g, is a user-defined parameter, and § controls the steepness of the switching function
W(f|fcw)- In STACIE, the default value is g, = 0.5. This value can be adjusted using the

fcut_spacing option in the function estimate_acint(). By incorporating the parameter f into
the definition of r, a steeper switching function automatically requires a finer grid of cutoff
frequencies.

Parameters are fitted for all cutoffs, starting from the lowest one. As shown below, the scan of the

cutoff frequencies can be stopped before reaching f.,; may-

2.5.3 Cross-Validation

Given a cutoff frequency, f ;, STACIE estimates model parameters bY) and their covariance

matrix éb(j)’b( ». To quantify the degree of over- or underfitting, the model parameters are further
refined by fitting them to the first and second halves of the low-frequency part of the sampling

2.5. Frequency Cutoff 21



STACIE, Release 1.0

PSD. To make these refinements robust, the two halves are defined using smooth switching func-
tions:

wleft(flfcut,j) = w(flgcvfcut,j/z)
wright(flfcut,j) = w(flgcvfcut,j) - wleft(flfcut,j)

The parameter g, is a user-defined parameter that controls the amount of data used in the refine-
ments. In STACIE, the default value is g., = 1.25, meaning that 25% more data is used compared
to the original fit. (This makes the cross-validation more sensitive to underfitting, which has been
found beneficial in practice.) This parameter can be controlled using the fcut_factor option in the
cv2Lcriterion class. An instance of this class can be passed to the cutoff_criterion argument of
the function estimate_acint().

Instead of performing two full non-linear regressions of the parameters for the two halves, linear
regression is used to make first-order approximations of the changes in parameters. For cutoffs
leading to well-behaved fits, these corrections are small, justifying the use of a linear approxima-
tion.

The design matrix of the linear regression is:

almodel(fk; b)

D =
abp b=bW)

Dy

The expected values are the residuals between the sampling PSD and the model:
yk — fk _ Imodel(fk’i)(j))

The measurement error is the standard deviation of the Gamma distribution, using the model
spectrum in the scale parameter and the shape parameter of the sampling PSD:

1ol s b))
vV %k

The weighted regression to obtain first-order corrections to the parameters b") solves the follow-
ing linear system in the least-squares sense:

O =

Wy 2(7)
z Dy,b =—
o) o kp “corr,p — yk

where w is the weight of the k-th frequency point. This system is solved once with weights for
the left half and once for the right half.

The function linear_weighted_regression() provides a robust pre-conditioned implementation of
the above linear regression. It can handle multiple weight vectors simultaneously and can directly
compute linear combinations of parameters for different weight vectors. It is used to directly

compute the difference between the corrections for the left and right halves, denoted as d, and its
covariance matrix Cd,d- Normally, the model parameters fitted to both halves must be the same,
and the negative log-likelihood of the fitted parameters being identical is given by:

criterion®™?t = —1n £€V2 (9, €") = ZIn2m) + 3 1n|C(j)‘+ (d9)" (€Y 'dw)
%r—/ N ~- -

variance bias

When starting from the lowest cutoff grid point, the second term of the criterion (the variance
term) will be high because the parameters are poorly constrained by the small amount of data used
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in the fit. As the cutoff frequency and the effective number of fitting points increase, the model
becomes better constrained. The second term will decrease, but as soon as the model underfits the
data, the third term (the bias term) will steeply increase. Practically, the cutoff scan is interrupted
when the criterion exceeds the incumbent by g;,.,. The default value is g;,., = 100, but this can
be changed using the criterion_high option in the function estimate_acint().

A good cutoff frequency is the one that minimizes the criterion, thereby finding a good compro-
mise between bias and variance.

O Note

In the description above, we assume that a cutoff exists for which the model can explain the
spectrum. With unfortunate model choices, this may not be the case. The cutoff scan will
then try to find a compromise between the bias and variance, but this will not be useful if the
model can not be describe the spectrum at all. This situation can be detected by checking the
Regression Cost Z-score, derived in the previous section.

2.5.4 Marginalization Over the Cutoff Frequency

Any method to deduce the cutoff frequency from the spectrum, whether it is human judgment
or an automated algorithm, introduces some uncertainty in the final result because the cutoff is
based on a sampling PSD spectrum with statistical uncertainty.

In STACIE, this uncertainty is accounted for by marginalizing the model parameters over the

cutoff frequency, using £V as a model for the likelihood. This approach naturally incorporates
the uncertainty in the cutoff frequency and is preferred over fixing the cutoff frequency at a single
value.

Practically, the final estimate of the parameters and their covariance is computed using standard
expressions for mixture distributions:

J
b= w, b0
j=1

J
éb,b = Z I’VJ (éb(i),b(j) + (i) - i)(j))2>
Jj=1

Here, b and éb</’>,b(i> represent the parameters and their covariance, respectively, for cutoff ;.
The weights W, sum to 1 and are proportional to £V,
Note that STACIE also computes weighted averages of other quantities in the same way, including:
« The effective number of fitting points, N g
+ The cutoff frequency, f,,;
+ The switching function, w(f | f.,)
« The regression cost Z-score, Z

+ The cutoff criterion Z-score, Z_;icrion (defined below)
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2.5.5 Cutoff Criterion Z-score

In the far majority of cases, the cutoff criterion will be dominated by the bias term: it typically
increases steeply as soon as the model underfits the data. In contrast, the variance term decreases
relatively slowly. As a result, the minimum of the cutoff criterion is well-defined at the onset
of underfitting. This works particularly well when the spectrum can be computed with a high
frequency resolution. Unfortunately, there are cases where this ideal pattern does not hold, usu-
ally when providing too little data to STACIE, in which the cutoff criterion exhibits statistical
fluctuations. To detect such ill-constrained cases, STACIE computes a Z-score for the cutoff cri-
terion. This Z-score is defined as in the same spirit as the Regression Cost Z-score, but now using

criterion®V2L instead of the regression cost function.

The cutoff criterion Z-score is defined as:

. . .. ~. CvaL
CI'ltGl‘lOIlCVZL —-E [crlterlon ]
7z =

criterion

STD [critérionCVZL]

The mean and standard deviation are computed by averaging over all vectors d from the likelihood
L£CvaL

For cutoff frequencies that minimize the criterion, the Z-score should be close to zero, because
the difference between two parameters fitted to the left and right halves of the spectrum should
be zero within the statistical uncertainty. When the bias term in the cutoff criterion is noisy,
it may feature minima dominated by the variance term, which are not useful and may produce
unreliable estimates (with misleading error bars). In such cases, the cutoff criterion Z-score will
be significantly larger than zero.

The mean in the Z-score can be worked out easily because it corresponds to the entropy of a
multivariate normal distribution:

E [critérionCVZL] =Eq [— In £LCV2- (‘i, Cd,d)] = gln(Zﬂe) + %ln |Cd,d|
For the standard deviation, we first work out the variance of the cutoff criterion:
VAR [critérionCVZL] = VAR, [— In £CV2L ((i, Cd,d)]

Only the bias term contributes to the variance of the cutoff criterion. This term can be rewritten
as one half the sum of P squared standard normal distributed variables. By making use of the
properties of the chi-squared distribution, we can work out the variance of the bias term and take
the square root to obtain the standard deviation:

STD [CritérionCVZL] = g
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CHAPTER 3

Preparing Inputs

This section explains how to prepare input sequences for STACIE to ensure high-quality results.
It consists of three parts:

+ Guidelines for planning and preparing sufficient input sequences for STACIE.
« Instructions for efficiently storing sequences on disk using block averages.

« Recommendations for performing molecular dynamics simulations that generate suitable in-
puts for STACIE.

3.1 How to Prepare Sufficient Inputs for STACIE?

This section explains how to achieve a desired relative error €, of the autocorrelation integral
estimate, 7. The preparation of sufficient inputs consists of two steps:

1. First, we guesstimate the number of independent sequences, M, required to achieve the
desired relative error.

2. Second, a test is proposed to verify that the number of steps in the input sequencess, N, is
sufficient to achieve the desired relative error. Because this second step requires information
that is not available a priori, it involves an analysis with STACIE of a preliminary set of input
sequences. This will reveal whether the number of steps in the input sequences is sufficient.
If not, the inputs must be extended, e.g., by running additional simulations or measurements.

3.1.1 Step 1: Guesstimate the Number of Independent Sequences

Because the amplitudes of the (rescaled) sampling PSD are Gamma-distributed, one can show that
the relative error of the PSD (mean divided by the standard deviation) is given by:

STD[,] |2

E[],] Vi

where v, is the number of degrees of freedom of the sampling PSD at frequency k. For most
frequencies, we have v, = 2M. (See Parameter Estimation for details.) Because we are only
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interested in an coarse estimate of the required number of independent sequences, we will use
v, = 2M for all frequencies.

Let us assume for simplicity that we want to fit a white noise spectrum, which can be modeled with
a single parameter, namely the amplitude of the spectrum. In this case, this single parameter is
also the autocorrelation integral. By taking the average of the PSD over the first N 4 frequencies,
the relative error of the autocorrelation integral is approximately given by:

1

€ —_—
MN ¢

rel =

In general, for any model, we recommend fitting to at least N g = 20 P points. Substituting this
good practice into the equation above, we find the following estimate of the number of indepen-
dent sequences M:

M ~ ;
20Pe,

Given the simplicity and the drastic assumptions made, this is only a guideline and should not be
seen as a strict rule.

From our practical experience, M = 10 is a low number and M = 500 is quite high. For M < 10,
the results are often rather poor and possibly a bit confusing. In this low-data regime, the sampling
PSD is extremely noisy. While we have validated STACIE in this low-data regime with the ACID
test set, the visualization of the spectrum will not be very informative for low M.

A single molecular dynamics simulation often provides more than one independent sequence.
The following table lists M (for a single simulation) for the transport properties discussed in the
Properties section.

Transport Property M

Bulk Viscosity 1
Thermal Conductivity 3
Ionic Electrical Conductivity 3
5
3

Shear Viscosity

Diffusivity N,

atom

This means that in most cases (except for diffusivity), multiple independent simulations are re-
quired to achieve a good estimate of the transport property. While diffusivity may seem to be
a very forgiving case, it is important to note that displacements of particles in a liquid are of-
ten highly correlated. STACIE assumes its inputs to be independent, which is not the case for
particle velocities when studying self-diffusivity in a liquid. A correct treatment of uncertainty
quantification in this case is a topic of ongoing research.

3.1.2 Step 2: Test the Sufficiency of the Number of Steps and Increase if
Necessary

There is no simple way to know a priori the required number of steps in the input sequences.
Hence, we recommend first generating inputs with about 400 P steps, where P is the number
of model parameters, and analyzing these inputs with STACIE. With this choice, the first 20P
points that are ideally used for fitting will be a factor 10 below the Nyquist frequency, which is
a minimal first attempt to identify the low-frequency part of the spectrum. Using these data as
inputs, you will obtain a first estimate of the autocorrelation integral and its relative error. If the
relative error is larger than the desired value, you can extend the input sequences with additional
steps and repeat the analysis.
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Note that for some applications, 400 P steps may be far too short, meaning that you will need to
extend your inputs a few times before you get a clear picture of the relative error. It is not uncom-
mon to run into problems with storage quota in this scenario. To reduce the storage requirements,
block averages can be helpful.

In addition to the relative error, there are other indicators to monitor the quality of the results.
If any of the following criteria are not met, we recommend extending the input sequences with
additional steps and repeating the analysis with STACIE:

« The effective number of points used in the fit, which is determined by the cutoff frequency,
should be larger than 20 times the number of model parameters.

« The Z-score computed for the regression cost and the cutoff criterion should be smaller than
2. Note that the Z-scores may also be large for other reasons than insufficient data. This
may also occur when the functional form of the model can never match the data, e.g. fitting
a white noise model to a spectrum that has a non-zero slope.

+ When using the Pade model, the total simulation time should be sufficient to resolve the
zero-frequency peak of the spectrum. The width of the peak can be derived from the Pade
model and is 1/277,,,, where 7., is the exponential correlation time. Because the resolution
of the frequency axis of the power spectrum is 1/T, where T is the total simulation time,
ample frequency grid points in this first peak are guaranteed when:

T > 277y,

For example, T' ~ 2077, will provide a decent resolution. When using a discrete time step

h, the corresponding number of steps is:

N ~ 2077 ,/h

When STACIE estimates a large exponential correlation time, e.g. 7o, > T/(20x), it has

derived this value from a very sharp spectral peak at zero frequency. In this case, the peak
width is artificially broadened due to spectral leakage, which results in an underestimation
of the correlation time. Hence, the true exponential correlation time is then even larger than
the estimated value.

Finally, it is recommended that you use sequences whose length is a power of two, or at least a
product of small prime numbers. NumPy’s FFT algorithm used in STACIE is optimized for such
sequences and becomes significantly slower for sequence lengths with large prime factors. A good
strategy for adhering to this recommendation is to start with a sequence length equal to the first
power of two greater than 400 P, where P is the number of model parameters. Then repeatedly
double the sequence length until the analysis with STACIE indicates that the number of steps is
sufficient. This approach also facilitates increasing the block size by factors of 2 a posteriori, when
working with block averages to reduce storage requirements.

3.2 Reducing Storage Requirements with Block Averages

When computer simulations generate time-dependent data, they often use a discretization of the
time axis with a resolution (much) higher than needed for computing the autocorrelation integral
with STACIE. Storing (and processing) all these data may require excessive resources. To reduce
the amount of data, we recommend taking block averages. These block averages form a new time
series with a time step equal to the block size multiplied by the original time step. They reduce
storage requirements by a factor equal to the block size. If the program generating the sequences
does not support block averages, you can use stacie.utils.block_average().

If the blocks are sufficiently small compared to the decay rate of the autocorrelation function,
STACIE will produce virtually the same results. The effect of block averages can be understood
by inserting them into the discrete power spectrum, using STACIE’s normalization convention to
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obtain the proper zero-frequency limit. Let d, be the #’th block average of L blocks with block
size B. We can start from the power spectrum of the original sequence, X,, and then introduce
approximations to rewrite it in terms of the block averages:

N-1
5 1 A kA
I, = Fh—

f > Azzo NN
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with
wy =exp(i2z/N)  w; = exp(i2z/L) = 0¥

The final result is the power spectrum of the block averages, where h B is the new time step and
L is the sequence length.

The approximations assume that a)l]‘\}’ is nearly the same V n € [0, B]. Put differently, the approx-
imation is small when
kB

a)]]‘Vle or —<xk1
N

The larger the block size B, the smaller the range of frequencies for which [, is well approximated.

Depending on the model fitted to the spectrum, there are two ways to determine the appropriate
block size.

1. For any model, the number of points fitted to the spectrum is recommended to be about 20 P,
where P is the number of parameters in the model. This means that the block size B should
be chosen such that

B<<L
20 P

Eg, B = % is a good choice. This practically means that there should be at least 400 P
blocks. Fewer blocks will inevitably lead to significant aliasing effects.

2. When using the Pade model, one should ensure that the spectrum amplitudes I, in the peak
at zero frequency are not distorted by the block averages. The width of this peak in the
Pade model is 1/277,,,, and the resolution of the frequency axis of the power spectrum is
1/T, where T = hN is the total simulation time. These equations can be combined with
kB/N < 1 to find:

27T ey

B«
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TTeyp

For example, B = Ton
served in the spectrum derived from the block averages.

will ensure that the relevant spectral features are reasonably pre-

Just as with the required length of the input sequences, a good choice of the block size cannot be
determined a priori. Also for the block size, a preliminary analysis with STACIE is recommended,
i.e., initially without block averages.

An application of STACIE with block averages can be found in the following example notebook:
Diffusion on a Surface with Newtonian Dynamics.

3.3 Recommendations for MD Simulations

3.3.1 Finite Size Effects

Transport properties derived from MD simulations of periodic systems can be affected by finite-
size effects. Finite-size effects are particularly significant for diffusion coefficients. This systematic
error is known to be proportional to 1/L, where L is the length scale of the simulation box. The
1/L dependence allows for extrapolation to infinite box size by linear regression or by applying
analytical corrections, such as the Yeh-Hummer correction [MMC+20, YH04].

3.3.2 Choice of Ensemble

The NVE ensemble is generally recommended for computing transport coefficients, as thermostats
and barostats (used for simulations in the NVT and NpT ensembles) can interfere with system
dynamics and introduce bias in transport properties [MMC+20]. For production runs, the NpT
ensemble has an additional drawback: barostats introduce coordinate scaling, which directly per-
turbs the atomic mean squared displacements.

A good approach is to first equilibrate the system using NVT or NpT, before switching to NVE
for transport property calculations. The main difficulty is that a single NVE simulation does not
fully represent an NVT or NpT ensemble, even if the average temperature and pressure match
perfectly. (They become equivalent in the thermodynamic limit, but we always simulate finite
systems.)

NVE simulations lack the proper variance in the kinetic energy and/or volume. This issue can
be addressed by performing an ensemble of independent NVE simulations that are, as a whole,
representative of the NVT or NpT ensemble. Practically, this can be achieved by first performing
multiple NVT or NpT equilibration runs, depending on the ensemble of interest. The final state
of each equilibration run then serves as a starting point for an NVE run, without rescaling the
volume or kinetic energy, since rescaling to the mean would artificially lower the variance in
these quantities.

Note that correctly simulating multiple independent NVE runs can be technically challenging. It
is not a widely used approach, not all MD codes are properly tested for it, and the default settings
of some MD codes are not suitable for NVE simulations. Hence, one must always carefully check
the validity of the simulations:

« First, check the conserved quantity (total energy) for drift or large fluctuations. Compared
to the fluctuations of the kinetic energy, these deviations should be small.

« For the NVE simulations as a whole, the temperature distribution should be consistent with
the NVT or NpT ensemble.

« Even if the NVE runs are performed correctly, one must ensure that the number of NVE runs
is large enough to obtain a representative sample of the total energy distribution.

An additional challenge is the complexity of the MD workflow with restarts in different ensem-
bles and multiple independent runs. All examples in the STACIE documentation work with NVE
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production runs, show how to manage the workflow and validate the temperature distribution in
detail.

3.3.3 Thermostat and Barostat Settings

For the equilibration runs discussed above, the choice of thermostat and barostat time constants
is not critical, as long as the algorithms are valid (i.e., no Berendsen thermo- or barostats) and the
simulations are long enough to allow for full equilibration of the system within the equilibration
run. A local thermostat can be used to make the equilibration more efficient.

In some cases, e.g., to remain consistent with historical results, or because some of the chal-
lenges of NVE simulations cannot be overcome, one may still prefer to run production runs for
transport properties in the NVT ensemble. When you start a new project, however, always con-
sider using NVE production runs. If you must use NVT, studies suggest that well-tuned NVT
simulations yield comparable results to NVE simulations [BS13, FMP12, KGL+22]. Basconi et al.
recommended using a thermostat with slow relaxation times, global coupling, and continuous
rescaling (as opposed to random force contributions) [BS13]. These are typically the opposite of
the settings that are used for efficient equilibration runs. A drawback of slow relaxation times is
that longer simulations are required to fully sample the correct ensemble.

3.3.4 Block Averages

As discussed in the block averages section, the use of block averages is recommended for storing
simulation data. In the case of MD simulations, a safe initial block size is 10 time steps. Usually, the
integration time step in MD is small enough to ensure that the fastest oscillations are sampled with
10 steps per period. It is unlikely that transport properties are affected by the dynamics at shorter
time scales, so a block size of 10 time steps is a good starting point. Once you have performed
an initial analysis of the data, you can adjust (increase) the block size further to optimize the data
storage. If you take multiples of 10, it is easy to reprocess the initial block averages and convert
them to averages over larger blocks.
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CHAPTER 4

Properties Derived from the Autocorrelation Function

This section outlines the statistical and physical quantities that can be computed as the integral
of an autocorrelation function. For each property, a code skeleton is provided as a starting point
for your calculations. All skeletons assume that you can load the relevant input data into NumPy
arrays.

First, we discuss a few properties that may be relevant to multiple scientific disciplines:
» The uncertainty of the mean of time-correlated data
 The exponential and integrated autocorrelation time

The following physicochemical transport properties can be computed as autocorrelation inte-
grals of outputs from molecular dynamics simulations, using the so-called Green-Kubo relations
[Gre52, Gre54, Hel60, Kub57]. These properties have recently been referred to as diagonal trans-
port coeflicients [PDGB25].

« Shear viscosity, n
« Bulk viscosity, n

» Thermal conductivity, k

Electrical conductivity, o
Diffusion coefficient, D

4.1 Uncertainty of the Mean of Time-Correlated Data

When data exhibits time correlations, the error of the average cannot be computed by assuming
that all data are statistically independent. Because of time correlations, there are fewer indepen-
dent values than the number of elements in the data.

Quantifying the uncertainty of averages over time-correlated data is discussed in several text-
books, e.g., Appendix D of “Understanding Molecular Simulation” by Frenkel and Smit [FS02], or
Section 8.4 in the book “Computer Simulation of Liquids” (second edition) by Allen and Tildesley
[AT17].
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4.1.1 Derivation

The sample mean of the time-dependent sequence X is:
C 1N,
Xay = F ;0 Xn

n
The variance of this sample mean is:

1 N-1N-1
VAR[Ry] = —5 Y. Dl COVIg,, %,

n=0 m=0

We assume that the sequence is drawn from a stationary process, such that the covariance depends
onlyon A =n—m:

cp = COV[x,, x,,]
leading to:

1 N—-1N-1-n
VAR[%,]=— D D COVI%,, £,44]
N n=0 A=-n

To simplify this expression, we must further assume that the second summation can be extended
from A = —oco to A = +o0. This approximation is acceptable if the correlation time of the
sequence is small compared to N. (In other words, we assume that c, decays to zero in a small
number of steps compared to N.) With this assumption, we find:

+oo

R 1
VAR[%, ] ~ D e

A=—c0

Analogously, when the sample mean is defined over a continuous function:

1 T
S = /0 (1) dt

N 1 [®
VAR[S,,] = — / c(A)dA,

(¢

the variance of this sample mean is:

4.1.2 How to Compute with STACIE?

Because no factor 1/2 is present in the expression for the variance of the mean, the factor F must
compensate for the factor 1/2 in the autocorrelation integral. Hence, we must use F = 2.

It is assumed that you can load the time-dependent sequences into a 2D NumPy array, where each
row is a sequence and each column a time step. If you have a physical time step (in some unit of
time), it is recommended that you use it as shown below, as it will result in more meaningful plots
and time scales. If not available, you can set timestep=1 or remove it from the script altogether.

32 Chapter 4. Properties Derived from the Autocorrelation Function



STACIE, Release 1.0

from stacie import compute_spectrum, estimate_acint, plot_results, PadeModel

# Load your sequences and the time step.
# The details depend on your use case.
sequences, timestep = ...

# The sequences must be an array with shape (nseq, nstep).

# Each row represents one time-dependent sequence with length nstep.
# Get the total simulation time (sum over all sequences)

total_time = timestep * sequences.size

# The factor 2 is just compensating for the factor 1/2 in the autocorrelation integral.
spectrum = compute_spectrum(

sequences,

prefactors=2.0 / total_time,

timestep=timestep,

include_zero_freq=False,
)
result = estimate_acint(spectrum, PadeModel([0, 21, [21))
print("The mean", sequences.mean())
print("Error of the mean", np.sqrt(result.acint))
plot_results("error.pdf", result)

The spectrum at zero frequency must be excluded because it contains contributions from the
mean, i.e., not only from the autocorrelation integral.

The Pade model is used here because it is nearly always a good choice for error estimates. How-
ever, if the data does not feature an exponential decay of the ACF, this model may not be appro-
priate. In such cases, you can use the ExpPolyModel instead. For more details, see the section on
spectrum models.

A worked example can be found in the notebook the error of the mean of a sequence generated by
a Metropolis Monte Carlo algorithm.

4.2 Integrated and Exponential Autocorrelation Time

4.2.1 Definitions

There are two definitions of the autocorrelation time [Sok97]:
1. The integrated autocorrelation time is derived from the autocorrelation integral:
Jloc@)da, g
Tint = =
2¢(0) Fc(0)

where c(A,) is the autocorrelation function, 7 is the ACF defined with STACIE’s conven-
tions, and F is the prefactor of the autocorrelation integral, introduced in the overview of the
autocorrelation integral.

2. The exponential autocorrelation time is defined as the limit of the exponential decay rate of
the autocorrelation function. In STACIE’s notation, this means that for large A,, we have:

1A,
c(A;) xexp| ——

Texp

The exponential autocorrelation time characterizes the slowest mode in the input. The pa-

rameter 7., can be estimated with the Pade model.
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Both correlation times are the same if the autocorrelation is nothing more than a two-sided ex-

ponentially decaying function:
1A
c(A) =cypexp| ——
Texp

In practice, however, the two correlation times may differ. This can happen if the input sequences
are a superposition of signals with different relaxation times, or when they contain non-diffusive
contributions such as oscillations at certain frequencies. It is even not guaranteed that the expo-
nential autocorrelation time is always well-defined, e.g., when the ACF decays as a power law.

4.2.2 Which Definition Should | Use?

There is no right or wrong. Both definitions are useful and relevant for different applications.

1. The integrated correlation time is related to the variance of the mean of a time-correlated
sequence:

_ . VAR[%,]27
VAR[%, ] = — ==

The first factor is the “naive” variance of the mean, assuming that all N inputs are uncor-
related. The second factor corrects for the presence of time correlations and is called the
statistical inefficiency [AT17, FC70]:

_ 2Tint
s =
h
where h is the time step. s can be interpreted as the spacing between two independent

samples.

2. The exponential correlation time can be used to estimate the required length of the input
sequences when computing an autocorrelation integral. The resolution of the frequency
axis of the power spectrum is 1/T, where T = AN is the total simulation time, A is the
time step, and N the number of steps. This resolution must be fine enough to resolve the
zero-frequency peak associated with the exponential decay of the autocorrelation function.
The width of the peak can be derived from the Pade model and is 1/277,,. To have ample

frequency grid points in this first peak, the simulation time must be sufficiently long:

T>2nt

exp
For example, T' = 2077, will provide a decent resolution.

Of course, before you start generating the data (e.g., through simulations), the value of 7

exp
is yet unclear. Without prior knowledge of 7,,,,, you should first analyze preliminary data
to get a first estimate of 7,

> after which you can plan the data generation more carefully.
More details can be found in the section on data sufficiency.

If you notice that your input sequences are many orders of magnitude longer than 7, the
number of relevant frequency grid points in the spectrum can become impractically large. In
this case, you can split up the input sequences into shorter parts with stacie.utils.split().
However, a better solution is to plan ahead more carefully and avoid sequences that are far
longer than necessary. It is more efficient to generate more fully independent and shorter

sequences instead.

Note that 7., is also related to the block size when working with block averages to reduce

storage requirements of production simulations.
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4.2.3 How to Compute with STACIE?

It is assumed that you can load one or (ideally) more time-dependent sequences of equal length
into a 2D NumPy array sequences. Each row in this array is a sequence, and the columns corre-
spond to time steps. You also need to store the time step in a Python variable. (If your data does
not have a time step, just omit it from the code below.)

With these data, the autocorrelation times are computed as follows:

-

import numpy as np
from stacie import compute_spectrum, estimate_acint, plot_results, PadeModel

# Load all the required inputs, the details of which will depend on your use case.
sequences = ...
timestep = ...

# Computation with STACIE.

spectrum = compute_spectrum(sequences, timestep=timestep)

result = estimate_acint(spectrum, PadeModel([0, 2], [21))

print("Exponential autocorrelation time", result.corrtime_exp)

print("Uncertainty of the exponential autocorrelation time", result.corrtime_exp_std)
print("Integrated autocorrelation time", result.corrtime_int)

print("Uncertainty of the integrated autocorrelation time", result.corrtime_int_std)

A worked example can be found in the notebook Diffusion on a Surface with Newtonian Dynamics.
It also discusses the correlation times associated with the diffusive motion of the particles.

4.3 Shear Viscosity

The shear viscosity of a fluid is related to the autocorrelation of microscopic off-diagonal pressure
tensor fluctuations as follows:

Vo[t 5 p
" T2 / COVIP(10) s Pyy(tg + A)1dA,

—o0

where V' is the volume of the simulation cell, kg is the Boltzmann constant, T is the temperature,
and P, is an instantaneous off-diagonal pressure tensor element. The time origin 7, is arbitrary:
the expected value is computed over all possible time origins.

The derivation of this result can be found in several references, e.g., Appendix C.3.2 of “Under-
standing Molecular Simulation” by Frenkel and Smit [FS02], Section 8.4 of “Theory of Simple
Liquids” by Hansen and McDonald [HM13], or Section 13.3.1 of “Statistical Mechanics: Theory
and Molecular Simulation” by Tuckerman [Tuc23].

4.3.1 Five Independent Anisotropic Pressure Contributions of an
Isotropic Liquid

To the best of our knowledge, there is no prior work demonstrating how to prepare five inde-
pendent inputs with anisotropic pressure tensor contributions that can be used as inputs to the
autocorrelation integral. For instance, the result below is not mentioned in a recent comparison
of methods for incorporating diagonal elements of the traceless pressure tensor [MFF23]. Since
a pressure tensor has six degrees of freedom, one of which corresponds to the isotropic pressure,
the remaining five should be associated with anisotropic contributions.

It is well known that the viscosity of an isotropic fluid can be derived from six off-diagonal and
diagonal traceless pressure tensor elements [DE94]. However, by subtracting the isotropic term,
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the six components of the traceless pressure tensor become statistically correlated. For a proper
uncertainty analysis of the estimated viscosity, STACIE requires the inputs to be statistically in-
dependent, so the Daivis and Evans equation cannot be directly used. Here, we provide a trans-
formation of the pressure tensor that yields five independent contributions, each of which can be

used individually to compute the viscosity. The average of these five viscosities is equivalent to
the result of Daivis and Evans.

To facilitate working with linear transformations of pressure tensors, we adopt Voigt notation:

" R R " R “ " T
p=|p, P, P. P, P P]

vz zx xy

The transformation to the traceless form then becomes P,; = TP with:

r2 1 _1 7]
3 3 3
L2 1
ro| 1 2
- 3 3 3

1
1
| 1

This symmetric matrix is an idempotent projection matrix and has an eigendecomposition T =

UAUT with:

1 2

0 V3 3 0

1 S .

1 V3 Ve 2

diagA)=|,| U=(1L _1L __L
1 Vi Ve V2 .
1 1
B 1

The zero eigenvalue corresponds to the isotropic component being removed. Transforming the
pressure tensor to this eigenvector basis constructs five anisotropic components. Since this trans-
formation is orthonormal, the five components remain statistically uncorrelated. It can be shown

that the first two anisotropic components must be rescaled by a factor of 1/ \/E, as in P’ = VP,
with:

| <||_
—

<
I
o
D=

1
2¢/3 2

L 1

to obtain five time-dependent anisotropic pressure components that can be used as inputs to the
viscosity calculation:

Vo1 [ N . .
”sz_TE/_ COV[P/(ty), P/(ty+ A)ldA,  Vie(1,2,3,4,5)
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For the last three components, this result is trivial. The second component, PQ’, is found by rotating
the Cartesian axes 45° about the x-axis.

1
4oL
Lo
L V2 V2
[ X ny sz

5>
Il
a2 :U) :U)

L zx yz zz
[ 13 \/EPXY \/Eﬁzx \/Eﬁx)’ + \/E Azx
o Txx 2 2 2 2
RPRT = \/pry_\/ipzx o po4 P Ly _ P
2 2 2 T 7 2
_\/pry+_\/5sz Dy _ P o p o4 P
L™ 2 2 2 2 yz T 5

In the new axes frame, the last off-diagonal element is a proper anisotropic term, expressed as

i _ P,
2 2

For the first component, 131’, the proof is slightly more intricate. There is no rotation of the Carte-

sian axis frame that results in this linear combination appearing as an off-diagonal element. In-

stead, it is simply a scaled sum of two anisotropic stress components:

A,=a P _ﬁ_ﬁ = &_& +a Pxx_&
! > 2 2 2 2 2 2

By working out the autocorrelation functions of f’l’ and 132’ one finds that, for the case of an

isotropic liquid, they have the same expected values if @ = % First expand the covariances:

COV[Pf(fo) , 131/(10 +A)] =

2 2
- % COVIP,, (1), P, (1o + A)] - “7 COVIP,(1y), Pty + A))]
a? A A a? A A
~ 5 COVIP(tg). Porlly + A)] = T COVIP,,(tg) . Pt + A)]
a? A A a? A A
+ 7 COVIB,(tg). Pty + A + = COVIP,(tg). Pyt + A))]
2 2

+ “Z COV[P, (1y), P, (ty + Al + “T COV[P_(ty), P,.(ty + A,)]
+a?COV[P,_ (1), P, (tg + A))]

COVIP, (1), Pty + A)] =
1

1 . R . .
= 7 COVIP, (1) ..t + )] = 7 COVIP, (1) Pyy(tg+ A)]
1 A A | ) .
+7 COVIB,(tg). Py (g + A1 + 7 COVIP(tg). Po(tg + A,)]

Because the liquid is isotropic, permutations of Cartesian axes do not affect the expected values,
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which greatly simplifies the expressions.

COVL[P/ (1), P|(ty + A)]

3a? A A
- COVI[P,, (ty), P (tg+ A))]

30(2 A A 3a2 N ~
— T COVI[P, (1), Pyy(l‘o +A)] - T COV[Pyy(to) , P (tg+ Ap]

A

COV[ P, (ty), Py (ty + A)] =
1 . N
3 COVI[ P, (ty), P (tg+ A)]

1 5 5 1 - .

-1 COVI[ P, (1p), Py, (1o + A)] — 7 COVI[P,,(ty), Pty + Al

These two expected values are consistent when a? = 1/3.

Using the same expansion technique, it is shown below that the average viscosity over the five

components proposed here is equivalent to the equation proposed by Daivis and Evans [DE94]:

1V 1 [™1_ p
n= gﬁi/ > F [Py(ro) = Py(rg + A)] da,
B —0o0

(This is Eq. A5 in their paper rewritten in our notation.) Working out the expansion, using

Pﬂ,xx = %(213“ - Pyy — P,,) and similar definitions for the two other Cartesian components, we
get:

1 A A
2 E [Py(1p) : Py(tg+A)] =
COVIP,, (1), P,.(1g+ A))]
+ COV[ﬁzx(tO) > pzx(to + At)]
+ COV[P, (1), Py (19 + A))]
1 ~ A
+ 5 COV[Pxx(tO) > Pxx(tO + At)]
1

+3 COV[P,, (1), Pty + A)]
+ % COV[P,,(ty), P,,(ty + A,)]
- %COV[Pyy(tO), P_(ty+A)] - éCOV[PZZ(tO), P, (1o + A)]
- % COVIB,(19), P..(tg+ A)] é COVIP,(19), P..(tg+ A,)]

1 A A 1 ) 5
~ 2 COVIPL(tg). Pyltg + A)] = 2 COVIP,(tg). Pty + )]

We can do the same for our average viscosity over the five independent components:

+oo I
n = ___/ > COVIB/(tg). B/ (1 + A)1dA,
i=1
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Working out the expansion of the five terms in Cartesian pressure tensor components yields:

COV[P|(ty), Pty + A)] =

+ % COV[P, (1), Pty + A))]

+ % COVIB,,(tg), B,y(to + A

+ % COVIP,,(ty), P,.(ty + A)]

+ % COVIB,,(tg), P..(tg + A)] + % COVIP,,(t9). P, (tg+ A)]
= S COVIE.L(1g), Poyltg + 8] = £ COVIPL (1), Puslly + A)

1 A A 1 ) 5
~ ¢ COVIP(tg). Py(tg + A)] = 2 COVIP,,(tg). Pyt + A)]

COV[P,(ty). Py(1g+ A)] =
1 A A
+ 7 COVIP, (1) Py (tg + A)]

1 . N
+ 1 COVI[P, (1)), P, (tg + A)]

1 ; A 1 ) 5
~ 7 COVIP, (1) Pt + A)] = 7 COVIP, (1) Pty + A)]

COV[P](ty), Pj(ty+ A)] = COV[P, (1), P, (1o + A)]
COV[P|(ty), P[(tg+ A)] = COV[P_ (1p), P, (tg+ A))]
COV[P.(1y), Pl(tg+ A)] = COV[P, (1p), P, (19 + A)]

Adding these five contributions together reproduces the exact same expansion as derived by
Daivis and Evans.

Using the five anisotropic components, as proposed here, offers significant advantages. It ex-
plicitly defines the number of independent sequences used as input, enabling precise uncertainty
quantification.

4.3.2 How to Compute with STACIE?

It is assumed that you can load the time-dependent pressure tensor components (diagonal and
off-diagonal) into a 2D NumPy array pcomps. Each row of this array corresponds to one pressure

tensor component in the order P, Pyy, P, P, Pyz, ny (same order as in Voigt notation).
Columns correspond to time steps. You also need to store the cell volume, temperature, Boltzmann
constant, and time step in Python variables, all in consistent units. With these requirements, the

shear viscosity can be computed as follows:

import numpy as np
from stacie import compute_spectrum, estimate_acint, plot_results, PadeModel, UnitConfig

# Load all the required inputs, the details of which will depend on your use case.
pcomps = ...
volume, temperature, boltzmann_const, timestep = ...

(continues on next page)
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(continued from previous page)

# Convert pressure components to five independent components.
# This is the optimal usage of pressure information
# and it informs STACIE of the number of independent inputs.
indep_pcomps = np.array([
(pcomps[0] - 0.5 * pcomps[1] - 0.5 * pcomps[2]) / np.sqrt(3),
0.5 * pcomps[1] - 0.5 * pcomps[2],
pcomps[3],
pcomps[u],
pcomps[5],
D

# Actual computation with STACIE.

spectrum = compute_spectrum(
indep_pcomps,
prefactors=volume / (temperature * boltzmann_const),
timestep=timestep,

)

result = estimate_acint(spectrum, PadeModel([0, 2], [21))
print("Shear viscosity:", result.acint)

print("Uncertainty of the shear viscosity:", result.acint_std)

# The unit configuration assumes SI units are used systematically.
# You may need to adapt this to the units of your data.
uc = UnitConfig(
acint_unit_str="Pa s",
time_unit=1e-12,
time_unit_str="ps",
freq_unit=1el2,
freq_unit_str="THz",
)

plot_results("shear_viscosity.pdf", result, uc)
(.

This script can be trivially extended to combine data from multiple trajectories.

A worked example can be found in the notebook Shear viscosity of a Lennard-jones Liquid Near
the Triple Point (LAMMPS)

4.4 Bulk Viscosity

The bulk viscosity of a fluid is related to the autocorrelation of isotropic pressure fluctuations as
follows:

v o1 [t

n= s | COVIPL(t). Putty + 014,
kgT 2 J_o

where V' represents the volume of the simulation cell, kg is the Boltzmann constant, T is the

temperature, and P is the instantaneous isotropic pressure. The time origin t, is arbitrary: the

expected value is computed over all possible time origins.

The derivation of this result can be found in several references, e.g., Section 8.5 of “Theory of
Simple Liquids” by Hansen and McDonald [HM13], or Section 2.7 of “Computer Simulation of
Liquids” by Allen and Tildesley [AT17].

As will be shown below, one must take into account that the average pressure is not zero. For
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STACIE, there is no need to subtract the average pressure first. Instead, you can simply drop the
DC component from the spectrum.

4.4.1 How to Compute with STACIE?

It is assumed that you can load the diagonal, time-dependent pressure tensor components into a
2D NumPy array pcomps. (The same array as for shear viscosity can be used.) Each row of this array

corresponds to one pressure tensor component in the order P, Pyy, P, P, Pyz, ny. (This is
the same order as in Voigt notation. The last three components are not used and can be omitted.)
Columns correspond to time steps. You also need to store the cell volume, temperature, Boltzmann
constant, and time step in Python variables, all in consistent units. With these requirements, the

bulk viscosity can be computed as follows:

import numpy as np
from stacie import compute_spectrum, estimate_acint, plot_results, PadeModel, UnitConfig

# Load all the required inputs, the details of which will depend on your use case.
pcomps = ...
volume, temperature, boltzmann_const, timestep = ...

# Convert pressure components to the isotropic pressure
piso = (pcomps[0] + pcomps[1] + pcomps[2]) / 3

# Actual computation with STACIE.
spectrum = compute_spectrum(
piso,
prefactors=volume / (temperature * boltzmann_const),
timestep=timestep,
include_zero_freqg=False,

)

result = estimate_acint(spectrum, PadeModel([0, 2], [21))
print("Bulk viscosity:", result.acint)

print("Uncertainty of the bulk viscosity:", result.acint_std)

# The unit configuration assumes SI units are used systematically.
# You may need to adapt this to the units of your data.
uc = UnitConfig(

acint_unit_str="Pa s",

time_unit=1e-12,

time_unit_str="ps",

freq_unit=1el2,

freq_unit_str="THz",
)
plot_results("bulk_viscosity.pdf", result, uc)

This script can be trivially extended to combine data from multiple trajectories.

A worked example can be found in the notebook Bulk viscosity of a Lennard-Jones Liquid Near the
Triple Point (LAMMPS)
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4.5 Thermal Conductivity

The thermal conductivity of a system is related to the autocorrelation of the heat flux as follows:

1 1 1 [T oh oh

K=———= = COV[J, /(ty), J (g + ApldA
VkBTZ?’a:;yzz/—oo alto)s Jallo t t

where V' is the volume of the simulation cell, ky is the Boltzmann constant, T is the temperature,

and JD is the instantaneous heat flux along one of the Cartesian directions. The time origin 7, is

arbitrary: the expected value is computed over all possible time origins.

The derivation of this result can be found in Section 8.5 of “Theory of Simple Liquids” by Hansen
and McDonald [HM13].

A Warning

The LAMMPS compute/heat flux command is reported to produce unphysical results when
many-body interactions (e.g., angle, dihedral, impropers) are present [JWB+19], [SMKO19],
[BBW19], [SMKO21]. This command only treats pairwise interactions correctly. If this is
relevant, one should use the compute heat/flux command with compute centroid/stress/atonm.
For systems with only two-body interactions, the compute heat/flux command with the compute
stress/atom command is sufficient. Molecular liquids are practically always simulated with
some many-body terms, and thus require the compute centroid/stress/atom command.

4.5.1 How to Compute with STACIE?

It is assumed that you can load the time-dependent heat flux components into a 2D NumPy ar-
ray heatflux. Each row of this array corresponds to one heat flux component in the order J,
J,, and J,. Columns correspond to time steps. You also need to store the cell volume, tempera-

ture, Boltzmann constant, and time step in Python variables, all in consistent units. With these
requirements, the thermal conductivity can be computed as follows:

-

import numpy as np
from stacie import compute_spectrum, estimate_acint, plot_results, PadeModel, UnitConfig

# Load all the required inputs, the details of which will depend on your use case.
heatflux = ...
volume, temperature, boltzmann_const, timestep = ...

# Actual computation with STACIE.
# Note that the average spectrum over the three components is implicit.
# There is no need to include 1/3 here.
spectrum = compute_spectrum(
heatflux,
prefactors=1.0 / (volume * temperature**2 * boltzmann_const),
timestep=timestep,
)
result = estimate_acint(spectrum, PadeModel([0, 21, [21))
print("Thermal conductivity", result.acint)
print("Uncertainty of the thermal conductivity", result.acint_std)

# The unit configuration assumes SI units are used systematically.
(continues on next page)
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(continued from previous page)

# You may need to adapt this to the units of your data.
uc = UnitConfig(

acint_symbol="«",

acint_unit_str="W m$~{-13}$ K$ {-11$",

time_unit=1e-12,

time_unit_str="ps",

freq_unit=1el2,

freq_unit_str="THz",
)
plot_results("thermal_conductivity.pdf", result, uc)

This script is trivially extended to combine data from multiple trajectories.

A worked example can be found in the notebook Thermal Conductivity of a Lennard-Jones Liquid
Near the Triple Point (LAMMPS).

4.6 lonic Electrical Conductivity

The ionic electrical conductivity of a system is related to the autocorrelation of the charge current
as follows:

d +00
1 1 1 i i
o= - D 3 / COVLJ{(ty), Jf(tg+ ApldA,

where V is the volume of the simulation cell, kg is the Boltzmann constant, T is the temperature,
d is the dimensionality of the system, and J; is the instantaneous charge current along one of

the Cartesian directions. The time origin 7, is arbitrary: the expected value is computed over all
possible time origins.

The derivation of this result can be found in Appendix C.3.1 of “Understanding Molecular Simu-
lation” by Frenkel and Smit [FS02], or Section 7.7 of “Theory of Simple Liquids” by Hansen and
McDonald [HM13].

If your simulation code does not print out the charge current, it can also be derived from the
velocities (V,(¢)) and the net charges (g,) of the charge carriers as follows:

N‘I
Io = a,9,0)

n=1

where N, is the number of charge carriers. The charge current can also be interpreted as the time
derivative of the instantaneous dipole moment of the system.

In the case of molecular ions, the center-of-mass velocity can be used, but this is not critical. You
will get the same conductivity (possibly with slightly larger uncertainties) when using the velocity
of any single atom in a molecular ion instead. The charges of ions must be integer multiples of
the elementary charge [GB19].

4.6.1 Nernst-Einstein Approximation

The electrical conductivity is related to the (correlated) diffusion of the charge carriers. When
correlations between the ions are neglected, one obtains the Nernst-Einstein approximation of
the conductivity in terms of the self-diffusion coeflicients of the ions. We include the derivation
here because a consistent treatment of the pre-factors can be challenging. (Literature references
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are not always consistent due to differences in notation.) Our derivation is general, i.e., for an
arbitrary number of different types of charge carriers, which are not restricted to monovalent
ions.

First, insert the expression for the charge current into the conductivity and then bring the sums
out of the integral:

TR T S
°= d Z Z dnm> / COVI[D,(10) » Dy, i(tg + AT dA,
VkBT d i=1 n=1 m=1 2 —0o0

In the Nernst-Einstein approximation, all correlations between ion velocities (even of the same
type) are neglected by discarding all off-diagonal terms in the double sum over n and m.

N
1 3 51
CRONg = T 2 z 4, z / COV[D,,(ty) . D,(ty + A)1dA

To further connect this equation to diffusion coefficients, the number of types of charge carriers
is called K. Each type k € {1, ..., K} has a set of ions .S; with charge ¢;. The number of ions in
each setis N; = |S;|. With these conventions, we can rewrite the equation as:

d +o0

K
1 ) 1 | ) )
ONE — WBT’ I; quk N_kd Z Z 5 /_ COV[UnJ'(to) , Un,i(t() + A[)] dAt

i=1 nESk 00

The part between parentheses is the self-diffusion coefficient of the ions of type k. Finally, we get:

K
1 2
o :—E D
NE kT k=1qkpk k

where p, and D, are the concentration and the diffusion coefficient of charge carrier k, respec-
tively. The Nernst-Einstein approximation may not seem useful because it neglects correlated
motion between different types of charge carriers. (The effect may be large!) Nevertheless, a
comparison of the Nernst-Einstein approximation to the actual conductivity can help to quantify
the degree of such correlations. [SSWZ20]

4.6.2 How to Compute with STACIE?

It is assumed that you can load the time-dependent ion velocity components into a NumPy array
ionvels. In the example below, this is a three-index array, where the first index is for the ion,
the second for the Cartesian component, and the last for the time step. To compute the charge
current, you need to put the charges of the ions in an array charges. You also need to store the
cell volume, temperature, Boltzmann constant, and time step in Python variables, all in consistent
units. With these requirements, the ionic electrical conductivity can be computed as follows:

s B

import numpy as np
from stacie import compute_spectrum, estimate_acint, plot_results, ExpPolyModel, UnitConfig

# Load all the required inputs, the details of which will depend on your use case.
# We assume ionvels has shape ‘(nstep, natom, ncart)’

# and charges is a 1D array with shape ‘(natom, )’

ionvels = ...

charges = ...

(continues on next page)
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(continued from previous page)

volume, temperature, boltzmann_const, timestep =

# Compute the charge current
chargecurrent = np.einsum("ijk,j—ki", ionvels, charges)

# Actual computation with STACIE.
# Note that the average spectrum over the three components is implicit.
# There is no need to include 1/3 here.
# Note that the zero—frequency component is usually not reliable
# because usually the total momentum is constrained or conserved.
spectrum = compute_spectrum(
chargecurrent,
prefactors=1.0 / (volume * temperature * boltzmann_const),
timestep=timestep,
include_zero_freq=False,
)
result = estimate_acint(spectrum, ExpPolyModel([0, 1, 2]))
print("Electrical conductivity", result.acint)
print("Uncertainty of the electrical conductivity", result.acint_std)

# The unit configuration assumes SI units are used systematically.
# You may need to adapt this to the units of your data.

= UnitConfig(

acint_unit_str="S m$~{-1}$",

time_unit=1e-12,

time_unit_str="ps",

freq_unit=1el2,

freq_unit_str="THz",
)

plot_results("electrical_conductivity.pdf", result, uc)

There are several ways to alter this script, depending on your needs and the available data:
« This script is trivially extended to combine data from multiple trajectories.

+ Some codes can directly output the charge current, which will reduce the amount of data
stored on disk.

« Some simulation codes will print out the instantaneous dipole moment, to which finite dif-
ferences can be applied to compute the charge current. Even if the dipole moment is printed
only every B steps, this approximation is useful and corresponds to taking block averages
of the charge current. See the section on block averages for more details.

A worked example can be found in the notebook lonic Conductivity and Self-diffusivity in Molten
Sodium Chloride at 1100 K (OpenMM)

4.7 Diffusion Coefficient

The diffusion coefficient (or diffusivity) of a set of N particles in d dimensions is given by:

+0o0 d
N d?2 / Z Z Cov[ﬁn,i(to)v 0n,i(t0 + A)]dA

n=1 i=1

where 0, ;(?) is the i-th Cartesian component of the time-dependent velocity of particle n. For
molecular systems, the center-of-mass velocities are typically used.
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For a simple fluid, the result is called the self-diffusion coefficient or self-diffusivity. The same
expression applies to the diffusion coefficient of components of a mixture or guest molecules in
porous media.

Note that this definition is valid only if the particles of interest exhibit diffusive motion. If they os-
cillate around a fixed center, the zero-frequency component of the velocity autocorrelation spec-
trum will approach zero, resulting in a diffusion coefficient of zero. This scenario may occur
when the diffusion is governed by an activated hopping process, and the simulation is too short
to capture such rare events.

The derivation of this result can be found in several references, e.g., Section 4.4.1 of “Understand-
ing Molecular Simulation” by Frenkel and Smit [FS02], Section 7.7 of “Theory of Simple Liquids”
by Hansen and McDonald [HM13], or Section 13.3.2 of “Statistical Mechanics: Theory and Molec-
ular Simulation” by Tuckerman [Tuc23].

4.7.1 How to Compute with STACIE?

It is assumed that you can load the particle velocities into a 2D NumPy array velocities. Each row
of this array corresponds to a single Cartesian component of a particle’s velocity, while each col-
umn corresponds to a specific time step. You should also store the time step in a Python variable.
The diffusion coefficient can then be computed as follows:

import numpy as np
from stacie import compute_spectrum, estimate_acint, plot_results, ExpPolyModel, UnitConfig

# Load all the required inputs, the details of which will depend on your use case.
velocities = ...
timestep = ...

# Computation with STACIE.
# Note that the factor 1/(N*d) is implied:
# the average spectrum over all velocity components is computed.
# Note that the zero—frequency component is usually not reliable
# because typically the total momentum is constrained or conserved.
spectrum = compute_spectrum(
velocities,
prefactors=1.0,
timestep=timestep,
include_zero_freq=False,
)
result = estimate_acint(spectrum, ExpPolyModel([0, 1, 2]))
print("Diffusion coefficient", result.acint)
print("Uncertainty of the diffusion coefficient", result.acint_std)

# The unit configuration assumes SI units are used systematically.
# You may need to adapt this to the units of your data.
uc = UnitConfig(
acint_symbol="D",
acint_unit_str="m$"2$/s",
time_unit=1e-12,
time_unit_str="ps",
freq_unit=1el2,
freq_unit_str="THz",
)

plot_results("diffusion_coefficient.pdf", result, uc)

J

One can also use particle positions and apply a finite difference approximation to obtain the ve-
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locities. (For trajectories obtained with a Verlet integrator, this does not introduce additional
approximations.) When positions are recorded every B steps, the finite difference approximation
can also be applied. The result is equivalent to block-averaging velocities and can thus be used as
inputs for STACIE. Consult the section on block averages for more details.

A worked example can be found in the notebook Diffusion on a Surface with Newtonian Dynamics.
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CHAPTER 5

Worked Examples

All the examples are also available as Jupyter notebooks and can be downloaded as one ZIP archive
here:

Go6zdenur Toraman, Toon Verstraelen, “Example Trajectory Data and Jupyter Notebooks
Showing How to Compute Various Properties with STACIE” June 2025 https://doi.org/10.
5281/zenodo.15543903

A Warning

The ZIP file will contain executable notebooks and simulation outputs used by the examples.
Hyperlinks from these notebooks to the rest of the documentation and literature references
will not work.

This documentation contains the rendered notebooks, including all outputs, in the following sec-
tions. We recommend starting with the minimal example, as it is the easiest to run and understand.
This example thoroughly explains STACIE’s output and how to interpret the plots. The other ex-
amples produce similar outputs and plots, but the meaning of all outputs is not repeated in each
example.

The first few notebooks are completely self-contained. They generate the data and analyze it with
STACIE:

5.1 Minimal Example

The main goal of this example is to demonstrate how to use STACIE with a minimal, self-contained
example. First, the properties of a basic Markov process are discussed, and then data is generated
using this process. (A detailed derivation of the analytical results is provided in the last section.)
The Markov chains are analyzed using two models, followed by some comments on their applica-
bility.
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A secondary goal is to thoroughly discuss the plots generated by STACIE, which can help detect
problems with the analysis or input data.

5.1.1 Library Imports and Matplotlib Configuration

import matplotlib as mpl

import matplotlib.pyplot as plt

import numpy as np

from stacie import (
compute_spectrum,
estimate_acint,
ExpPolyModel,
LorentzModel,
UnitConfig,
plot_extras,
plot_fitted_spectrum,

)

&

mpl.rc_file("matplotlibrc™)
%config InlineBackend.figure_formats = ["svg"]

.

5.1.2 The Markov Process

We use the following simple discrete-time Markov process:
)%n—i-l = a)%n + ﬁ‘%n
where 2, are uncorrelated standard normal random variables, and a and f are real constants. The
parameter a controls the autocorrelation of the process, with 0 < a < 1.
One can show that the autocorrelation function of this process is given by
2
_ P al
1 —a?

The variance, autocorrelation integral (with F = 1 and 4 = 1) and integrated correlation time are
respectively:

CA

o2 = ﬁz
1 —a?
2
7=L1(_F
2\1—-a
1 11+«
T =

= E =T,
Derivations of these equations can be found in the final section of this notebook.

The example below uses the parameters a = 31/33 and f = 1/8/1089, for which we expect 7 = 1
and 7;,, = 16.

5.1.3 Data generation

The following code cell implements 64 independent realizations of the Markov process of 32768
steps each. This implementation vectorizes over independent sequences, which is much faster
than generating them one by one.
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nseq = 64
nstep = 1024 * 32
alpha = 31 / 33
beta = np.sqrt(8 / 1089)
std = beta / np.sqrt(l - alphax*2)
rng = np.random.default_rng(0)
sequences = np.zeros((nseq, nstep))
sequences[:, 0] = rng.normal(0, std, nseq)
for i in range(l, nstep):
sequences[:, il = alpha * sequences[:, i - 1] + rng.normal(®, beta, nseq)

5.1.4 Analysis With STACIE, Using the ExpPoly Model

The following code cell estimates the autocorrelation integral using the ExpPolyModel. Because the
autocorrelation decays exponentially, the spectrum features a Lorentzian peak at zero frequency.
Hence, we use degrees S = {0,2} for the polynomial, which ensures a zero-derivative at the
origin.

-

spectrum = compute_spectrum(sequences)
result_exppoly = estimate_acint(spectrum, ExpPolyModel([0, 2]), verbose=True)

CUTOFF FREQUENCY SCAN cv21(125%)

neff criterion fcut
10.0 4.4 2.83e-04
10.6 4.4 3.01le-04
11.3 4.4 3.20e-04
12.0 4.4 3.4le-04
12.7 14.3 3.63e-04
13.5 14.2 3.86e-04
14.3 14.0 4.11e-04
15.2 13.7 4.38e-04
16.2 13.5 4.66e-04
17.2 13.3 L.96e-04
18.2 13.1 5.28e-04
19.4 13.1 5.62e-04
20.6 13.1 5.98e-04
21.9 13.3 6.37e-04
23.3 13.4 6.78e-04
24.8 13.5 7.21le-04
26.3 13.6 7.68e-04
28.0 13.5 8.18e-04
29.8 13.1 8.70e-04
31.6 12.5 9.26e-04
33.6 11.7 9.86e-04
35.8 11.0 1.05e-03
38.1 10.5 1.12e-03
40.5 10.1 1.19e-03
43.1 10.0 1.27e-03
5.8 10.0 1.35e-03
ug.7 10.0 1.43e-03
51.8 10.0 1.53e-03
55.2 9.7 1.63e-03
58.7 9.3 1.73e-03

(continues on next page)
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62.4 8.8 1.84e-03
66.4 8.3 1.96e-03
70.7 7.7 2.09e-03
75.2 7.3 2.22e-03
80.0 7.0 2.37e-03
85.1 6.9 2.52e-03
90.6 7.1 2.68e-03
96.4 7.3 2.85e-03
102.6 7.6 3.04e-03
109.2 7.7 3.23e-03
116.2 7.7 3.44e-03
123.7 7.5 3.66e-03
131.6 7.2 3.90e-03
140.1 7.0 4.15e-03
149.1 6.9 4.42e-03
158.6 6.9 4.70e-03
168.8 7.1 5.01e-03
179.7 7.4 5.33e-03
191.2 8.2 5.67e-03
203.6 9.7 6.04e-03
216.6 12.9 6.43e-03
230.6 19.2 6.8Ue-03
245.4 30.7 7.29e-03
261.2 50.9 7.76e-03
278.0 8u.7 8.26e-03
295.9 140.3 8.79e-03

Cutoff criterion exceeds incumbent + margin: 6.9 + 100.0.

INPUT TIME SERIES

Time step: 1.00e+00
Simulation time: 3.28e+04
Maximum degrees of freedom: 128.0

MAIN RESULTS
Autocorrelation integral: 9.99e-01 + 1.76e-02
Integrated correlation time: 1.59e+01 £ 2.80e-01

SANITY CHECKS (weighted averages over cutoff grid)

Effective number of points: 117.3 (ideally > 40)
Regression cost Z-score: -0.1 (ideally < 2)
Cutoff criterion Z-score: 0.3 (ideally < 2)

MODEL exppoly(®, 2) | CUTOFF CRITERION cv21(125%)
Number of parameters: 2
Average cutoff frequency: 3.47e-03

(continued from previous page)

With the verbose=True option, STACIE prints the results of the analysis. The first section of the
screen output shows the progress of the cutoff frequency scan and includes the following columns:

« neff: the number of effective spectrum data points used in the fit.

+ criterion: the value of the cutoff criterion used for the weighted average over solutions at

different cutoff frequencies.

« fcut: the cutoff frequency used for the fit.
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The second section summarizes the analysis, and can be easily related to the concepts in the theory
section. These results already reveal that STACIE reproduces the expected results.

The next code cell plots the model fitted to the spectrum.

uc = UnitConfig()
plt.close("fitted_exppoly")

fig, ax = plt.subplots(num="fitted_exppoly")
plot_fitted_spectrum(ax, uc, result_exppoly)

Model exppoly(0, 2)

1=9.99x1071+1.76x 1072 Tint=1.59 X 101 +2.80 x 107!
............... _ 1.0
el - == 95% CI fitted model
. PR 95% CI sampling PSD
1.2 4 L 0.8
1.0 A L o6 E
= =
2 2
0.8 4 =
< 0.4 E
0.6
- 0.2
0.4
T T T T T T - 0.0
0.000 0.002 0.004 0.006 0.008 0.010

Frequency

This plot displays a lot of information:
« The spectrum is shown as blue dots.

« The fitted model is plotted as a solid green line. Its parameters are the weighted average
over multiple cutoff frequencies.

+ The red dotted line shows the weighted average of the switching functions, used to identify
the low-frequency region of the spectrum.

« The green band shows the expected uncertainty of the sampling spectrum, as a 95% confi-
dence interval. Most of the blue data points should fall within this band, at least in the region
where the model is fitted to the data (red dotted line close to 1.0).

+ The green dashed lines are the 95% confidence intervals of the fitted model. This confidence
interval should be narrow in the low-frequency region.

« The black vertical line corresponds to the weighted average of the cutoff frequencies used
in the fit.

+ The plot title summarizes key information about the analysis, including:
— The model used to fit the data.
— The autocorrelation integral and its uncertainty.
— The integrated correlation time and its uncertainty.

 The legend shows to the confidence level used for plotting.
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The next plot shows some intermediate results, which can help you understand the fitting process
or detect problems.

plt.close("extras_exppoly")
fig, axs = plt.subplots(2, 2, num="extras_exppoly")
plot_extras(axs, uc, result_exppoly)
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This plot contains four panels with extra results:

1. The top left panel shows the weight assigned to each cutoff frequency, based on the CV2L
criterion. Things to look for:

« If the cutoff weight is large for the lowest cutoffs, then the input sequences are likely
too short. This typically also results in a low number of effective data points. Increasing
the number of steps in the inputs will increase the frequency resolution of the spectrum,
allowing for better fits with lower cutoff frequencies.

« If the cutoff weight is large for the highest cutoffs, there is most likely also a problem
with the analysis. There can be multiple causes for this:

— The input sequences are much longer than necessary. In this case, you can increase
the neff_max option of estimate_acint() to fit the model with higher cutoffs. How-
ever, this can be expensive, so it is recommended to use more and shorter sequences
instead. This can be done by preprocessing the data with the sptit() function before
computing the spectrum. Even better is to plan ahead and avoid this situation.

— The data is block-averaged with a block size that is too large, which limits the avail-
able frequency range.

2. The top right panel shows the autocorrelation integral for each cutoff frequency. The dots
indicate the extent to which each point contributes to the final result. (Black is high weight,
white is low weight.) Things to look for:

« If the autocorrelation integral shows sharp jumps at low cutoff frequencies, the model is
most likely overfitting the data at low frequencies. These points are practically always
given low cutoff weights, so you can ignore them. However, if you want to exclude them
from the analysis, you can increase the neff_min option of estimate_acint().
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3. The bottom left panel the Z-scores of the regression cost and the cutoff criterion, as a func-
tion of the cutoff frequency. The Z-score is the number of standard deviations a value de-
viates from its mean. For ill-behaved fits, the Z-scores easily exceed 2. When providing
sufficient inputs, high Z-scores should only occur where the cutoff weight is low. If the Z-
scores are high for cutoff frequencies with high cutoff weights, the input data is insufficient
for reliable error estimation or the model is not appropriate. In this case, it is recommended
to use a different model or to increase the length of the input sequences.

4. The bottom right panel shows the eigenvalues of the Hessian matrix of the fit, in a precondi-
tioned parameter space, at each cutoff frequency. A large spread of the eigenvalues indicates
that the fit is not well constrained. Such a large spread typically results in overfitting arti-
facts.

5.1.5 Analysis With STACIE, Using the Lorentz Model

In this example, we know a priori that the autocorrelation function decays exponentially. There-
fore, the LorentzModel should be able to perfectly explain the spectrum, up to the statistical noise
in the data.

# Analysis
result_lorentz = estimate_acint(spectrum, LorentzModel(), verbose=True)

# Plotting

plt.close("fitted_lorentz")

fig, ax = plt.subplots(num="fitted_lorentz")
plot_fitted_spectrum(ax, uc, result_lorentz)
plt.close("extras_lorentz")

fig, axs = plt.subplots(2, 2, num="extras_lorentz")
plot_extras(axs, uc, result_lorentz)

CUTOFF FREQUENCY SCAN cv21(125%)

neff criterion fcut

15.0 inf 4.31e-04 (No correlation time estimate available.)

15.9 inf 4.59e-04 (No correlation time estimate available.)

16.9 inf 4.89e-04 (No correlation time estimate available.)

18.0 inf 5.20e-04 (No correlation time estimate available.)

19.1 inf 5.5U0e-04 (No correlation time estimate available.)

20.3 inf 5.89e-0U4 (Variance of the correlation time estimate is too large.)
21.6 inf 6.27e-04 (Variance of the correlation time estimate is too large.)
23.0 inf 6.68e-0U4 (Variance of the correlation time estimate is too large.)
24.4 inf 7.11le-04 (Variance of the correlation time estimate is too large.)
25.9 inf 7.57e-0U4 (Variance of the correlation time estimate is too large.)
27.6 inf 8.06e-0U4 (Variance of the correlation time estimate is too large.)
29.3 inf 8.58e-0U4 (Variance of the correlation time estimate is too large.)
31.2 inf 9.13e-04 (Variance of the correlation time estimate is too large.)
33.2 inf 9.72e-04 (Variance of the correlation time estimate is too large.)
35.3 inf 1.03e-03 (Variance of the correlation time estimate is too large.)
37.5 inf 1.10e-03 (Variance of the correlation time estimate is too large.)
39.9 inf 1.17e-03 (Variance of the correlation time estimate is too large.)
42.4 inf 1.25e-03 (Variance of the correlation time estimate is too large.)
45.1 inf 1.33e-03 (Variance of the correlation time estimate is too large.)
8.0 inf 1.41e-03 (Variance of the correlation time estimate is too large.)
51.1 inf 1.51e-03 (Variance of the correlation time estimate is too large.)
54.4 inf 1.60e-03 (opt: Hessian matrix has non-positive eigenvalues:

(continues on next page)
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(continued from previous page)
<evals=array([-9.28856795e-05, u.37u431407e-01, 2.562661U48e+00]))

57.8 inf 1.71e-03 (Variance of the correlation time estimate is too large.)
61.5 inf 1.82e-03 (Variance of the correlation time estimate is too large.)
65.5 inf 1.93e-03 (Variance of the correlation time estimate is too large.)
69.7 inf 2.06e-03 (Variance of the correlation time estimate is too large.)
74.1 inf 2.19e-03 (Variance of the correlation time estimate is too large.)
78.9 inf 2.33e-03 (Variance of the correlation time estimate is too large.)
83.9 inf 2.48e-03 (Variance of the correlation time estimate is too large.)
89.3 inf 2.64e-03 (Variance of the correlation time estimate is too large.)
95.0 inf 2.81e-03 (Variance of the correlation time estimate is too large.)
101.1 inf 2.99e-03 (Variance of the correlation time estimate is too large.)
107.6 inf 3.19e-03 (Variance of the correlation time estimate is too large.)
114.5 inf 3.39e-03 (Variance of the correlation time estimate is too large.)
121.9 inf 3.61le-03 (Variance of the correlation time estimate is too large.)
129.7 inf 3.84e-03 (Variance of the correlation time estimate is too large.)
138.0 inf 4.09e-03 (Variance of the correlation time estimate is too large.)
146.9 inf 4.36e-03 (Variance of the correlation time estimate is too large.)
156.3 inf 4.6Ude-03 (Variance of the correlation time estimate is too large.)
166.4 inf 4.94e-03 (Variance of the correlation time estimate is too large.)
177.1 inf 5.25e-03 (Variance of the correlation time estimate is too large.)
188.5 inf 5.59e-03 (Variance of the correlation time estimate is too large.)
200.6 inf 5.95e-03 (Variance of the correlation time estimate is too large.)
213.5 inf 6.34e-03 (Variance of the correlation time estimate is too large.)
227.2 inf 6.75e-03 (Variance of the correlation time estimate is too large.)
241.9 inf 7.18e-03 (Variance of the correlation time estimate is too large.)
257.4 11.7 7.6U4e-03

274.0 11.5 8.14e-03

291.6 11.3 8.66e-03

310.4 11.2 9.22e-03

330.4 11.0 9.81e-03

351.7 10.8 1.04e-02

374.3 10.6 1.11e-02

398.4 10.4 1.18e-02

424.1 10.2 1.26e-02

451.4 10.1 1.34e-02

480.5 9.9 1.43e-02

511.5 9.6 1.52e-02

su4.4 9.4 1.62e-02

579.5 9.1 1.72e-02

616.9 8.9 1.83e-02

656.6 8.6 1.95e-02

698.9 8.5 2.08e-02

744.0 8.3 2.21e-02

791.9 8.1 2.35e-02

8u3.0 8.0 2.51e-02

897.3 7.8 2.67e-02

955.1 7.5 2.84e-02

1016.7 7.0 3.02e-02

Reached the maximum number of effective points (16000).

INPUT TIME SERIES

Time step: 1.00e+00
Simulation time: 3.28e+04
Maximum degrees of freedom: 128.0

(continues on next page)
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(continued from previous page)

MAIN RESULTS
Autocorrelation integral: 1.01e+00 £ 1.00e-02
Integrated correlation time: 1.60e+01 £ 1.59e-01

SANITY CHECKS (weighted averages over cutoff grid)

Effective number of points: 820.9 (ideally > 60)
Regression cost Z-score: 0.6 (ideally < 2)
Cutoff criterion Z-score: -0.1 (ideally < 2)

MODEL lorentz(0.1) | CUTOFF CRITERION cv21(125%)
Number of parameters: 3
Average cutoff frequency: 2.44e-02
Exponential correlation time: 1.59e+01 + 2.80e-01

RECOMMENDED SIMULATION SETTINGS (EXPONENTIAL CORR. TIME)

Block time: 5.01e+00 + 1.57e-01
Simulation time: 1.00e+03 £ 2.22e+00
Model lorentz(0.1) Texp=1.59 X 101 +2.80 x 107"
I=1.01+1.00x1072 Tint=1.60x 101 +1.59 x 107!
.................. - - 1.0
—== 95% CI fitted model
1.2 5.-." 95% CI sampling PSD
< - 0.8
L =
§ 0.6 ‘%D
= 2
o felt)
£ £
< 0.4 =
0.2
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The extra plots reveal some noteworthy features:

« At the lowest cutoff frequencies, the model clearly overfits the data. There is a large spread
on the eigenvalues, and the autocorrelation integral fluctuates significantly for low cutoff
frequencies. Although the results at these cutoff frequencies are unreliable, they are given
low weights, so you don’t need to intervene manually to exclude these results.

« The cutoff weight is maximal for the highest cutoff frequencies. This is typically a sign that
the input sequences are too long, but this is not the case here. While the Lorentz model
would also yield excellent results with shorter sequences, this would still result in a high
frequency cutoff. This is because the Lorentz model fits the data perfectly; more data points
will always result in a lower cutoff criterion. However, in more realistic cases involving data
from complex simulations or measurements, this is unlikely to happen.

5.1.6 Regression Tests

If you are experimenting with this notebook, you can ignore any exceptions below. The tests are
only meant to pass for the notebook in its original form.

if abs(result_exppoly.acint - 1.0) > 0.03:

raise ValueError(f"Wrong acint: {result_exppoly.acint:.de}")
if abs(result_exppoly.corrtime_int - 16.0) > 0.5:

raise ValueError(f"Wrong corrtime_int: {result_exppoly.corrtime_int:.de}")
if abs(result_lorentz.acint - 1.0) > 0.03:

raise ValueError(f"Wrong acint: {result_lorentz.acint:.ude}")
if abs(result_lorentz.corrtime_int - 16.0) > 0.5:

raise ValueError(f"Wrong corrtime_int: {result_lorentz.corrtime_int:.de}")
if abs(result_lorentz.corrtime_exp - 16.0) > 0.5:

raise ValueError(f"Wrong corrtime_exp: {result_lorentz.corrtime_exp:.de}")
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5.1.7 Derivation of the Autocorrelation Integral
The Markov process is defined by the following equation:
56n+1 = a)%n + ﬁﬁn

The stationary distribution of the process is Gaussian with zero mean. The initial state is slowly
reduced by repetitive application of the factor @. The only part that remains after a long time is
the additive contributions from the normal noise Z,,.

Since the two terms on the right-hand side of the equation are independent, the variance of the
stationary distribution can be found by solving:

Co = a200 + ﬁz
This gives:
2
p

1—a?

co =
The covariance of two neighboring points is given by:
COVI[x,,%X,,11 =aCOVI[X,,x,] = ac
This can easily be generalized to points separated by A > 0 steps through induction:
COV[R,, £pa]l = @ COV[R,, Xia_1] = a® ¢,

with a similar result for A < 0. Combining these results gives:

2
p~_ il
1 —a2

The autocorrelation integral is defined by a simple quadrature rule (with F =1 and h = 1):

CA =

1 > A
T == [A|
2A;m1—a2a

This can be rewritten easily using properties of geometric series. One must be careful not to
double-count the A = 0 term. This can be accomplished by isolating this term and rewriting the
remaining terms in the sum with a shifted index, n = |A| — 1. After replacing the index, we use

Yasi a* =a PN
(1—a2)< +a2a>
a
(l—a2)< +1—(x>
< 1+a >
(l—az) (l—a)
p
l—a
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5.2 Uncertainty of the Mean of Time-Correlated Data

This notebook shows how to use STACIE to compute the error of the mean of a time-correlated
input sequence, meaning not all of its values are statistically independent.

This is a completely self-contained example that generates input sequences (with MCMC) and
then analyzes them with STACIE. Atomic units are used unless otherwise noted.

We suggest experimenting with this notebook by making the following changes:
+ Change the number of sequences and their length.

+ Change the correlation time through PROPOSAL_STEP.

5.2.1 Library Imports and Matplotlib Configuration
rimport matplotlib as mpl
import matplotlib.pyplot as plt
import numpy as np
from scipy.integrate import quad
import scipy.constants as sc
from stacie import (
UnitConfig,
compute_spectrum,
estimate_acint,
LorentzModel,
plot_extras,
plot_fitted_spectrum,
plot_spectrum,

)

.

mpl.rc_file("matplotlibrc™)
%config InlineBackend.figure_formats = ["svg"]

.

5.2.2 Data Generation

The data for the analysis are generated by sampling a Kratzer-Feus potential of a diatomic
molecule [Fue26, Kra20] at constant temperature. This potential is harmonic in 1/r:

r ?
U(r)= g (70 - r0>

where K is the force constant and r( the equilibrium bond length. The sampled probability density

is the Boltzmann distribution:
1 U(r)
p(r) = - exp ( >

where the normalization Z is the classical partition function.

In this example, the force constant and bond length of the lithium dimer are used, with parameters
from Zhao et al. [ZZF22] converted to atomic units. A high temperature is used to skew the
distribution to larger distances.
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K = 0.015

RO = 5.150

TEMPERATURE = 1000

BOLTZMANN = sc.value("Boltzmann constant") / sc.value("Hartree energy")
BETA = 1 / (BOLTZMANN * TEMPERATURE)

PROPOSAL_STEP = 0.1

def logprob(r):
"""Calculate the logarithm of the probability."""
energy = 0.5 * K * (RO**2 / r — RO) **x 2
return -BETA * energy

def plot_potential_dist():
plt.close("boltzmann")
_, Cax1, ax2) = plt.subplots(2, 1, num="boltzmann", sharex=True)
rgrid = np.linspace(0.5 * RO, 2 * RO, 100)
ax2.sharex(ax1)
ax1l.plot(rgrid, -logprob(rgrid) / BETA)
axl.set_ylabel(r"Potential energy [E$_\text{h}$1")
ax2.plot(rgrid, np.exp(logprob(rgrid)))
ax2.set_ylabel("Boltzmann factor\n(Cunnormalized probability density)")
ax2.set_xlabel("Internuclear distance [a$_0$1")

plot_potential_dist()
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The MCMC implementation below is non-standard in the sense that it is vectorized to generate
multiple sequences in parallel.
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def sample_mcmc_chain(niter, stride, ndim, burnin, seed=42):
"""Sample independent Markov Chains with the Metropolis algorithm.

Parameters

The number of MCMC iterations to run.

stride
The number of iterations between samples returned,
i.e. the thinning interval.

ndim

The number of independent Markov chains to run.
burnin

The number of iterations to discard at the beginning.
seed

The random number generator seed.

Returns
result
A 2D array of shape (ndim, niter // stride) containing the sampled sequences.
rng = np.random.default_rng(seed)
result = np.zeros((ndim, niter // stride))
r_old = np.full(ndim, RO)
lp_old = logprob(r_old)
irow = 0
istep = 0
while irow < result.shape[1]:
r_new = r_old + rng.normal(®, PROPOSAL_STEP, ndim)
lp_new = logprob(r_new)
accept = lp_new > 1lp_old
mask = ~accept
nrnd = mask.sum()
if nrnd > 0O:
accept[mask] = rng.uniform(®, 1, nrnd) < np.exp(lp_new[mask] - lp_old[mask])
r_old[accept] = r_new[accept]
lp_old[accept] = lp_new[accept]
if burnin > 0:
burnin -= 1
continue
if istep % stride ==
result[:, irow] = r_new
irow += 1
istep += 1
return result

sequences = sample_mcmc_chain(10240, 5, 50, 200)
print(f"(nseq, nstep) = {sequences.shape’")

mean_mc = sequences.mean()

print(f"Monte Carlo E[r] = {mean_mc:.5f} > RO = {RO:.5f}")
.

g
(nseq, nstep) = (50, 2048)
Monte Carlo E[r] = 5.28666 > RO = 5.15000

.
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Because of the finite temperature and the anharmonicity of the potential, the average distance is
greater than the equilibrium bond length.

# Plot the beginning of a few sequences.

# The atomic unit of length is the Bohr radius, $\mathrm{a}_0$.

def plot_chains():
plt.close("chains")
_, ax = plt.subplots(num="chains")
ax.plot(sequences[0][:5600], label="Chain 1")
ax.plot(sequences[1][:500], label="Chain 2")
ax.plot(sequences[2][:500], label="Chain 3")
ax.set_xlabel("Step")
ax.set_ylabel(r"Bond length [a$_0%$1")
ax.set_title("Markov Chain samples")
ax.legend()

plot_chains()

Markov Chain samples
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The sequences in the plot are clearly time-correlated. The following cells show how STACIE can
be used to compute the uncertainty of this average, taking into account that not all samples are
independent due to time correlations.

5.2.3 Uncertainty Quantification

The spectrum is calculated using settings that are appropriate for error estimation. See the Error
Estimates section for the justification of the prefactors and include_zero_freq keyword arguments.
Since we are analyzing MCMC data, the timestep argument is not specified, corresponding to a
dimensionless time step of 1.

# Compute and plot the power spectrum.
spectrum = compute_spectrum(

(continues on next page)
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(continued from previous page)

sequences,
prefactors=2.0 / sequences.size,
include_zero_freqg=False,

)

The unitConfig object contains settings that are reused by most plotting functions. The integral
has units of length squared, a(z). (It is the variance of the mean.)

uc = UnitConfig(
time_fmt=".1f",
acint_fmt=".1le",
acint_unit_str=r"a$"2_0%$",

)

plt.close("spectrum")

_, ax = plt.subplots(num="spectrum")

plot_spectrum(ax, uc, spectrum, 180)

.
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From the spectrum, one can already visually estimate the variance of the mean: the limit to zero
frequency is about 6 X 107 a(z). By normalizing the spectrum with the total simulation time, the

spectrum has the correct unit of length squared. In the following cell, a model is fitted to the
spectrum to get a more precise estimate.

[result = estimate_acint(spectrum, LorentzModel(), verbose=True, uc=uc)

p
CUTOFF FREQUENCY SCAN cv21(125%)
neff criterion fcut
15.0 inf 7.38e-03 (Variance of the correlation time estimate is too large.)
16.0 inf 7.85e-03 (Variance of the correlation time estimate is too large.)
17.1 inf 8.36e-03 (Variance of the correlation time estimate is too large.)

(continues on next page)
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Scan stopped by cutoff criterion.

INPUT TIME SERIES
Time step:

Simulation time:
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(cv2l: Insufficient data after cutoff.)
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(continued from previous page)

Maximum degrees of freedom: 100.0

MAIN RESULTS
Autocorrelation integral: 6.3e-05 + 2.5e-06 a$"2_0%
Integrated correlation time: 12.3 + 0.5

SANITY CHECKS (weighted averages over cutoff grid)

Effective number of points: 164.8 (ideally > 60)
Regression cost Z-score: -0.1 (ideally < 2)
Cutoff criterion Z-score: 1.0 (ideally < 2)

MODEL lorentz(0.1) | CUTOFF CRITERION cv21(125%)
Number of parameters: 3
Average cutoff frequency: 7.87e-02
Exponential correlation time: 12.6 + 0.6

RECOMMENDED SIMULATION SETTINGS (EXPONENTIAL CORR. TIME)
Block time: 4.0 £ 0.3
Simulation time: 790.4 £ 4.5

The spectrum is normalized such that the integral of the autocorrelation function is equal to the
variance of the mean. Because STACIE estimates errors of the autocorrelation integral, it can thus
also estimate errors of errors of means.

The error of the mean and its uncertainty are printed in the following cell.

error_mc = np.sqrt(result.acint)

print(f"Error of the mean = {error_mc:.5f}")
error_of_error_mc = 0.5 * result.acint_std / error_mc
print(f"Uncertainty of the error of the mean = {error_of_error_mc:.5f}")

Error of the mean = 0.00793
Uncertainty of the error of the mean = 0.00016

It is also interesting to visualize the fitted spectrum and some intermediate results.

# Plot of the sampling and fitted model spectrum.
plt.close("fitted")

_, ax = plt.subplots(num="Fitted")
plot_fitted_spectrum(ax, uc, result)
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The Lorentz model can clearly explain the spectrum, even well beyond the width of the peak at
zero frequency.

# Plot additional intermediate results as a function of the frequency cutoff.
plt.close("extras")

_, axs = plt.subplots(2, 2, num="extras")

plot_extras(axs, uc, result)

le-5
= 7.0 A
o0 I 7=
.04 A ©
g 0.0 E;
< © 651
9 X
< 0.02 1 N
3 ™ 6.0 A
o
0.00 - . .
1071 1071
4
—— Cost @
—— Criterion 2 100 -
> 1
c
] @
o0
L
8 101
% 10 '
T — Oeecccee000e,
T T T T T T T T T
1071
Cutoff frequency Cutoff frequency

The extra plots reveal several interesting challenges of the analysis:

« The cutoff weight (top left panel) remains high up to the highest cutoff frequency considered.
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If one is only interested in the zero-frequency limit of the spectrum, there is little to be gained
by including many data points in the fit at high frequencies, well past the width of the peak
at zero frequency. These will not make the autocorrelation integral more precise, but bear
the risk of introducing some bias due to underfitting. One may manually impose a maximum
frequency cutoff with the fcut_max argument of the estimate_acint() function.

« The risk for some bias at high cutoff frequencies is also visible in the Z-score associated with
the cutoff criterion (green curve in the lower left panel). For higher cutoff frequencies, the
Z-score slowly increases to values above 2, where the cutoff weight is still significant.

The reason for the higher Z-score is that the input time series is not normally distributed,
due to the asymmetry of the Kratzer-Fues potential. As a result, the MC chain cannot be
described by a Gaussian process, and the uncertainty of the spectrum amplitudes is not ex-
actly Gamma-distributed. You can verify this hypothesis by rerunning this example with
TEMPERATURE = 100 and PROPOSAL_STEP = 0.03. This will result in a more symmetric distribution
of bond lengths. By lowering the proposal step, the correlation time remains about the same.
With these settings, a lower criterion Z-score is obtained at high cutoff frequencies.

5.2.4 Precise Mean With Numerical Quadrature

Because the probability density sampled by the MC chain is one-dimensional, it is feasible to com-
pute the mean using numerical quadrature, which is much more accurate than the Monte Carlo
estimate. (For production simulations, Monte Carlo is only advantageous for high-dimensional
problems.)

As shown in the code below, the difference between the quadrature and Monte Carlo estimates is
on the order of the estimated uncertainty of the MC result.

-

numer_quad = quad(lambda r: r * np.exp(logprob(r)), 0, 50)[0]
denom_quad = quad(lambda r: np.exp(logprob(r)), 0, 50)[0]
mean_quad = numer_quad / denom_quad

print(f"Quadrature E[r] mean_quad:8.5f!")

print(f"Monte Carlo E[r] mean_mc:8.5f}")
print(f"|Difference]| abs(mean_quad - mean_mc):8.5F}")
print(f"Estimated MC error error_mc:8.5f}")

I x

.

Quadrature E[r]

= 5.28043
Monte Carlo E[r] = 5.28666
|Difference]| = 0.00623
Estimated MC error = 0.00793

5.2.5 Autocorrelation time

The Lorentz model estimates the exponential correlation time [Sok97] from the width of the peak
at zero frequency in the spectrum. It may differ from the integrated autocorrelation time. Only
if the autocorrelation function is nothing but an exponentially decaying function, both should
match.

print("Autocorrelation times:")
print(f"exponential: {result.corrtime_exp:5.2f} * {result.corrtime_exp_std:5.2f}")
print(f"integrated: result.corrtime_int:5.2f} + {result.corrtime_int_std:5.2f}")

Autocorrelation times:
exponential: 12.58 + 0.57
integrated: 12.28 * 0.49
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Here, the deviation between the two autocorrelation times falls within the uncertainty of the
estimates. This is the expected result, since the Lorentzian model is able to explain the whole
spectrum.

5.2.6 Regression Tests

If you are experimenting with this notebook, you can ignore any exceptions below. The tests are
only meant to pass for the notebook in its original form.

if abs(mean_mc - 5.28666) > le-3:

raise ValueError(f"Wrong mean_mc: {mean_mc:.5f}")
if abs(error_mc - 0.00794) > le-3:

raise ValueError(f"Wrong error_mc: {error_mc:.5f}")

5.3 Applicability of the Lorentz Model

STACIE’s Lorentz model assumes that the autocorrelation function decays exponentially for large
lag times. Not all dynamical systems exhibit this exponential relaxation. If you want to apply
STACIE to systems without exponential relaxation, you can use the exppoly model instead.

To illustrate the applicability of the Lorentz model, this notebook applies STACIE to numerical
solutions of Thomas’ Cyclically Symmetric Attractor:

dx

I = sin(y) — bx
d_}t} = sin(z) — by
((11—? = sin(x) — bz

For b < 0.208186, this system has chaotic solutions. As a result, the system looses memory of its
initial conditions rather quickly, and the autocorrelation function tends to decay exponentially. At
the boundary, b = 0.208186, the exponential decay is no longer valid and the spectrum deviates
from the Lorentzian shape. In practice, the Lorentz model is applicable for smaller values, 0 <
b <0.17.

For b = 0, the solutions become random walks with anomalous diffusion [RS08]. In this case, it
makes more sense to work with the spectrum of the time derivative of the solutions. However,
due to the anomalous diffusion, the spectrum of these derivatives cannot be approximated well
with the Lorentz model.

This example is fully self-contained: input data is generated with numerical integration and then
analyzed with STACIE. Dimensionless units are used throughout.

We suggest you experiment with this notebook by changing the b parameter and replacing the
Lorentz model with the ExpPoly model.

5.3.1 Library Imports and Matplotlib Configuration

import matplotlib as mpl

import matplotlib.pyplot as plt

import numpy as np

from numpy.typing import ArraylLike, NDArray
from stacie import (

(continues on next page)
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(continued from previous page)

UnitConfig,
compute_spectrum,
estimate_acint,
LorentzModel,
plot_extras,
plot_fitted_spectrum,
plot_spectrum,

mpl.rc_file("matplotlibrc™)
%config InlineBackend.figure_formats = ["svg"]

&

5.3.2 Data Generation

The following cell implements the numerical integration of the oscillator using Ralston’s method
for 100 different initial configurations. The parameter b is given as an argument to the generate()
function at the last line of the next cell.

NSYS 100
NDIM = 3

NSTEP = 20000
TIMESTEP = 0.3

def time_derivatives(state: Arraylike, b: float) —> NDArray:
"""Compute the time derivatives defining the differential equations."""
return np.sin(np.roll(state, 1, axis=1)) - b * state

def integrate(state: ArrayLike, nstep: int, h: float, b: float) -> NDArray:
"""Integrate the System with Ralston's method, using a fixed time step h.

Parameters
state
The initial state of the system, shape ‘(ndim, nsys)‘,
where ‘ndim‘' is the number of dimensions and ‘nsys' systems to integrate in parallel.
nstep
The number of time steps to integrate.
h
The time step size.

The parameter $b$ in the differential equations.

Returns

trajectory
The trajectory of the system, shape ‘(nstep, ndim, nsys)'.
The first dimension is the time step, the second dimension is the state variable,
and the third dimension is the system index.

trajectory = np.zeros((nstep, *state.shape))

for istep in range(nstep):

(continues on next page)
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kl = time_derivatives(state, b)
k2 = time_derivatives(state + (2 * h / 3) * k1, b)
state += h » (k1 + 3 = k2) / 4
trajectory[istep] = state
return trajectory

def generate(b: float):
"""Generate solutions for random initial states."""
rng = np.random.default_rng(42)
x = rng.uniform(-2, 2, (NDIM, NSYS))
return integrate(x, NSTEP, TIMESTEP, b)

trajectory = generate(b=0.1)

J

The solutions shown below are smooth, but for low enough values of b, they are pseudo-random
over longer time scales.

(def plot_traj(nplot=500):
"""Show the first 500 steps of the first 10 solutions."""
plt.close("traj")
_, ax = plt.subplots(num="traj")
times = np.arange(nplot) * TIMESTEP
ax.plot(times, trajectory[:nplot, 0, 0], label="$x(t)$")
ax.plot(times, trajectory[:nplot, 1, 0], label="$y(t)$")
ax.plot(times, trajectory[:nplot, 2, 0], label="$z(t)$")
ax.set_xlabel("Time")
ax.set_ylabel("Position")
ax.set_title(f"Example solutions (first {nplot} steps)")
ax.legend()

plot_traj(Q)
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Example solutions (first 500 steps)

— Xx(t)
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5.3.3 Spectrum

In the chaotic regime, the low-frequency spectrum indicates diffusive motion: a large peak at the
origin. The spectrum is normalized so that the autocorrelation integral becomes the variance of
the mean.

uc = UnitConfig(acint_fmt=".2e")
sequences = trajectory[:, 0, :1.T # use x(t) only
spectrum = compute_spectrum(
sequences,
timestep=TIMESTEP,
prefactors=2.0 / (NSTEP * TIMESTEP * NSYS),
include_zero_freq=False,
)
plt.close("spectrum™)
_, ax = plt.subplots(num="spectrum")
plot_spectrum(ax, uc, spectrum, nplot=500)
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Note that we only use component 0, i.e. x(¢), of each system as input for the spectra. This ensures
that fully independent sequences are used in the analysis below, which is assumed by the statistical
model of the spectrum used by STACIE.

5.3.4 Error of the Mean

The following cells fit the Lorentz model to the spectrum to derive the variance of the mean.

[result = estimate_acint(spectrum, LorentzModel(), verbose=True)

CUTOFF FREQUENCY SCAN cv21(125%)

20.7

22.0

23.5

25.0

26.7

28.4

30.3

—evals=array([-2.
—evals=array([-3.
—~evals=array([-6.
—evals=array([-7.
—evals=array([-9.
—evals=array([-6.

—evals=array([-8.

13212330e-04, 4.

inf 3.44e-03

42858708e-04, 4.

inf 3.66e-03

28787951e-04, 4.

inf 3.90e-03

74018437e-04, 4.

inf 4.15e-03

36617560e-04, 4.

inf 4.42e-03

89294195e-04, 4.

inf 4.70e-03

22895236e-05, 4.

inf 5.01e-03

27724835e-01,
(opt: Hessian
26401259e-01,
(opt: Hessian
252854814e-01,
(opt: Hessian
23479196e-01,
(opt: Hessian
22060298e-01,
(opt: Hessian
19968631e-01,
(opt: Hessian
18498803e-01,

(Variance of the correlation time estimate is too

2.57248838e+00]1))
matrix has non-positive
2.57394160e+00]))
matrix has non-positive
2.57534330e+00]))
matrix has non-positive
2.57729482e+00]))
matrix has non-positive
2.57887632e+001))
matrix has non-positive
2.58072066e+00]1))
matrix has non-positive
2.581583u49e+00]))

neff criterion fcut

15.0 inf 2.52e-03 (Variance of the correlation time estimate is too large.)
16.0 inf 2.68e-03 (Variance of the correlation time estimate is too large.)
17.1 inf 2.85e-03 (Variance of the correlation time estimate is too large.)
18.2 inf 3.04e-03 (Variance of the correlation time estimate is too large.)
19.4 inf 3.23e-03 (opt: Hessian matrix has non-positive eigenvalues:

eigenvalues:
eigenvalues:
eigenvalues:
eigenvalues:
eigenvalues:
eigenvalues:

large.)
(continues on next page)
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32.3 inf 5.33e-03 (Variance of the correlation time estimate is too large.)
34.4 inf 5.67e-03 (Variance of the correlation time estimate is too large.)
36.7 inf 6.04e-03 (Variance of the correlation time estimate is too large.)
39.1 inf 6.U43e-03 (Variance of the correlation time estimate is too large.)
41.6 inf 6.8Ue-03 (Variance of the correlation time estimate is too large.)
uyg.3 inf 7.28e-03 (Variance of the correlation time estimate is too large.)
47.2 inf 7.75e-03 (Variance of the correlation time estimate is too large.)
50.3 inf 8.25e-03 (Variance of the correlation time estimate is too large.)
53.6 inf 8.79e-03 (Variance of the correlation time estimate is too large.)
57.1 inf 9.35e-03 (Variance of the correlation time estimate is too large.)
60.8 inf 9.96e-03 (Variance of the correlation time estimate is too large.)
64.7 inf 1.06e-02 (Variance of the correlation time estimate is too large.)
68.9 inf 1.13e-02 (Variance of the correlation time estimate is too large.)
73.4 inf 1.20e-02 (Variance of the correlation time estimate is too large.)
78.2 inf 1.28e-02 (Variance of the correlation time estimate is too large.)
83.3 inf 1.36e-02 (Variance of the correlation time estimate is too large.)
88.7 -6.7 1.45e-02
oy.y4 -6.4 1.54e-02
100.5 -4.8 1.64e-02
107.1 -2.1 1.75e-02
114.0 0.4 1.86e-02
121.4 1.7 1.98e-02
129.2 1.4 2.11e-02
137.6 0.5 2.24e-02
146.5 -0.1 2.39e-02
156.0 -0.5 2.54e-02
166.1 -1.1 2.71e-02
176.8 -2.1 2.88e-02
188.3 -2.9 3.07e-02
200.4 -2.7 3.26e-02
213.4 -1.1 3.U48e-02
227.2 1.6 3.70e-02
241.9 4.9 3.94e-02
257.5 7.7 4.19e-02
274.2 9.3 4.46e-02
291.9 9.4 4.75e-02
310.7 8.7 5.06e-02
330.8 7.8 5.38e-02
352.2 7.0 5.73e-02
374.9 5.6 6.10e-02
399.1 2.8 6.49e-02
424.9 inf 6.91e-02 (cv2l: Linear dependencies in basis. evals=array([1.
<83362182e-07, 2.82393010e-01, 2.71760681e+00]1))
452.3 inf 7.36e-02 (cv2l: Linear dependencies in basis. evals=array([9.
<19923181e-07, 2.3603U488e-01, 2.76396U456e+00]))
481.5 inf 7.83e-02 (cv2l: Linear dependencies in basis. evals=array([1.
<17629017e-07, 1.8170u4351e-01, 2.81829550e+00]))
512.6 139.5 8.34e-02

Cutoff criterion exceeds incumbent + margin: -6.7 + 100.0.

INPUT TIME SERIES

Time step: 3.00e-01
Simulation time: 6.00e+03
Maximum degrees of freedom: 200.0

(continues on next page)
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MAIN RESULTS
Autocorrelation integral: 2.48e-04 £ 4.71e-06
Integrated correlation time: 1.02e+01 £ 1.95e-01

SANITY CHECKS (weighted averages over cutoff grid)

Effective number of points: 95.1 (ideally > 60)
Regression cost Z-score: 1.1 (ideally < 2)
Cutoff criterion Z-score: -0.5 (ideally < 2)

MODEL lorentz(0.1) | CUTOFF CRITERION cv21(125%)
Number of parameters: 3
Average cutoff frequency: 1.55e-02
Exponential correlation time: 1.04e+01 + 8.8Ue-01

RECOMMENDED SIMULATION SETTINGS (EXPONENTIAL CORR. TIME)
Block time: 3.27e+00 = 4.95e-01
Simulation time: 6.54e+02 £ 7.01e+00

Due to the symmetry of the oscillator, the mean of the solutions should be zero. Within the
uncertainty, this is indeed the case for the numerical solutions, as shown below.

mean = sequences.mean()

print(f"Mean: {mean:.3e}")

error_mean = np.sqrt(result.acint)
print(f"Error of the mean: {error_mean:.3e}")

L J

-
Mean: 1.303e-02
Error of the mean: 1.57Ue-02

L J

For sufficiently small values of b, the autocorrelation function decays exponentially, so that the
two autocorrelation times are very similar:

print(f"corrtime_exp = {result.corrtime_exp:.3f} * {result.corrtime_exp_std:.3f}")
print(f"corrtime_int = {result.corrtime_int:.3f} + {result.corrtime_int_std:.3f}")

corrtime_exp = 10.408 + 0.884
corrtime_int = 10.234 £ 0.195

To further gauge the applicability of the Lorentz model, it is useful to plot the fitted spectrum and
the intermediate results as a function of the cutoff frequency, as shown below.

(plt.close("Fitted")

fig, ax = plt.subplots(num="Ffitted")
plot_fitted_spectrum(ax, uc, result)
plt.close("extras")

fig, axs = plt.subplots(2, 2, num="extras")
plot_extras(axs, uc, result)
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It is clear that at higher cutoff frequencies, which are given a negligible weight, the spectrum de-
viates from the Lorentzian shape. Hence, at shorter time scales, the autocorrelation function does
not decay exponentially. This was to be expected, as the input sequences are smooth functions.
To further confirm this, we recommend rerunning this notebook with different values of b:

« For lower value, such as b = 0.05, the Lorentz model will fit the spectrum better, which is

reflected in lower Z-score values.

« Up to b = 0.17, the Lorentz model is still applicable, but the Z-scores will increase.

« For b = 0.2, the Lorentz model will not be able to assign an exponential correlation time. To
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be able to run the notebook until the last plot, you need to comment out the line that prints
the exponential correlation time.
5.3.5 Regression Tests

If you are experimenting with this notebook, you can ignore any exceptions below. The tests are
only meant to pass for the notebook in its original form.

if abs(result.acint - 2.47e-4) > 2e-5:
raise ValueError(f"Wrong acint: {result.acint:.de}")
if abs(result.corrtime_exp - 10.408) > le-1:
raise ValueError(f"Wrong corrtime_exp: {result.corrtime_exp:.de}")

5.4 Diffusion on a Surface with Newtonian Dynamics

This example shows how to compute the diffusion coefficient of a particle adsorbed on a crystal
surface. For simplicity, the motion of the adsorbed particle is described by Newton’s equations
(without thermostat), i.e. in the NVE ensemble, and the particle can only move in two dimensions.

This is a completely self-contained example that generates the input sequences (with numerical
integration) and then analyzes them with STACIE. Unless otherwise noted, atomic units are used.

5.4.1 Library Imports and Matplotlib Configuration

import attrs

import matplotlib as mpl

import matplotlib.pyplot as plt

import numdifftools as nd

import numpy as np

import scipy.constants as sc

from numpy.typing import ArraylLike, NDArray

from stacie import (
UnitConfig,
compute_spectrum,
estimate_acint,
LorentzModel,
plot_extras,
plot_fitted_spectrum,

)

mpl.rc_file("matplotlibrc™)
%config InlineBackend.figure_formats = ["svg"]

.

5.4.2 Data Generation

Potential energy surface

The first cell below defines the potential energy of a particle on a surface, as well as the force
that the surface exerts on the particle. The potential energy model is a superposition of cosine
functions:

N
Ur)=—A ) cos2zr - e,/A)

n=1
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with
e, = e, cos(na) + e, sin(na)
The default settings for this notebook result in a hexagonal lattice: A =0.2eV, 1 =53y, N =3,
and @ = 2z/3. One may change these parameters to construct different types of surfaces:
+ A square lattice: N =2 and a = #/2.
+ A quasi-periodic pentagonal lattice: N =5 and @ = 2x/5.

The rest of the notebook is set up to work well with the default parameters. If you change the
potential energy model, remaining settings will also need to be adapted.

WAVELENGTH = 5.0

ALPHA = 2 * np.pi / 3

ANGLES = np.arange(3) * ALPHA

EV = sc.value("electron volt") / sc.value("atomic unit of energy")
AMPLITUDE = 0.2 = EV

def potential_energy_force(coords: ArraylLike) —> tuple[NDArray, NDArray]:
"""Compute the potential energies for given particle positions.

Parameters
coords
A NumPy array with one or more particle positions.
The last dimension is assumed to have size two.
Index 0 and 1 of the last axis correspond to x and y coordinates,
respectively.

Returns
energy
The potential energies for the given particle positions.
An array with shape ‘pos.shape[:-1]".
force
The forces acting on the particles.
Same shape as ‘pos‘, with same index conventions.

nnn

coords = np.asarray(coords, dtype=float)

x = coords[..., 0]
y = coords[..., 1]
energy = 0

force = np.zeros(coords.shape)
wavenum = 2 * np.pi / WAVELENGTH
for angle in ANGLES:
arg = (x * np.cos(Cangle) + y * np.sin(angle)) * wavenum

energy —= np.cos(arg)

sin_wave = np.sin(arg) * wavenum
force[..., 0] —= sin_wave * np.cos(angle)
force[..., 1] -= sin_wave * np.sin(angle)

return AMPLITUDE * energy, AMPLITUDE * force

The following code cell provides a quick visual test of the forces using numdifftools. (The force
is equal to minus the energy gradient.)
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print(potential_energy_force([1, 2]))
print(nd.Gradient(lambda coords: potential_energy_force(coords)[0]1)([1, 2]1))

(np.float6u(0.00450013396U46275U6), array([-0.00569293, -0.01063935]))
[0.00569293 0.01063935]

Finally, the following code cell plots the potential energy surface.

def plot_pes():
plt.close("pes")
fig, ax = plt.subplots(num="pes")
xs = np.linspace(-30, 30, 201)
ys = np.linspace(-20, 20, 201)
coords = np.array(np.meshgrid(xs, ys)).transpose(l, 2, 0)
energies = potential_energy_force(coords)[0]
cf = ax.contourf(xs, ys, energies / EV, levels=20)
ax.set_aspect("equal", "box")
ax.set_xlabel("x [a$_0$1")
ax.set_ylabel("y [a$_0$1")
ax.set_title("Potential Energy Surface")
fig.colorbar(cf, ax=ax, label="Energy [eV]")

plot_pes()

Potential Energy Surface
L
LML L L
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0 20 30
x [ag]

0.3

Ze
-20

Energy [eV]

Newtonian Dynamics

The following code cell implements a vectorized Velocity Verlet integrator, which can integrate
multiple independent trajectories at the same time. Some parameters, like mass and time step
are fixed as global constants. The mass is that of an Argon atom converted to atomic units. The
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timestep is five femtosecond converted to atomic units.

MASS = sc.value("unified atomic mass unit") * 39.9u48 / sc.value("atomic unit of mass")
FEMTOSECOND = le-15 / sc.value("atomic unit of time")

PICOSECOND = le-12 / sc.value("atomic unit of time")

TERAHERTZ = 1el2 * sc.value("atomic unit of time")

TIMESTEP = 5 * FEMTOSECOND

@attrs.define
class Trajectory:

def

"""Bundle dynamics trajectory results.

The first axis of all array attributes corresponds to time steps.

nmn

timestep: float = attrs.field()
"""The spacing between two recorded time steps."""

coords: NDArray = attrs.field()
"""The time-dependent particle positions."""

vels: NDArray = attrs.field()
"""The time—dependent particle velocities.

If block_size is larger than 1,
this attribute contains the block-averaged velocity.

mnn

potential_energies: NDArray = attrs.field()
"""The time-dependent potential energies."""

kinetic_energies: NDArray = attrs.field()
"""The time—dependent potential energies."""

@classmethod
def empty(cls, shape: tuple[int, ...], nstep: int, timestep: float):
"""Construct an empty trajectory object."""
return cls(
timestep,
np.zeros((nstep, *shape, 2)),
np.zeros((nstep, *shape, 2)),
np.zeros((nstep, *shape)),
np.zeros((nstep, *shape)),

@property

def nstep(self) —> int:
"""The number of time steps."""
return self.coords.shape[0]

integrate(coords: ArraylLike, vels: Arraylike, nstep: int, block_size: int = 1):
"""Integrate Newton's equation of motion for the given initial conditions.

(continues on next page)
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.

Parameters
coords
The initial particle positions.

(continued from previous page)

Index 0 and 1 of the last axis correspond to x and y coordinates.

vels
The initial particle velocities.

Index 0 and 1 of the last axis correspond to x and y coordinates.

nstep
The number of MD time steps.
block_size
The block_size with which to record the trajectory data.

Returns
trajectory
A Trajectory object holding all the results.

mmnn

traj = Trajectory.empty(coords.shape[:-1], nstep // block_size, TIMESTEP * block_size)

energies, forces = potential_energy_force(coords)
delta_vels = forces * (0.5 * TIMESTEP / MASS)

vels_block = 0
for istep in range(traj.nstep * block_size):
vels += delta_vels
coords += vels * TIMESTEP
energies, forces = potential_energy_force(coords)
delta_vels = forces * (0.5 * TIMESTEP / MASS)
vels += delta_vels
vels_block += vels
if istep % block_size == block_size - 1:
itraj = istep // block_size
traj.coords[itraj] = coords
traj.vels[itraj] = vels_block / block_size
traj.potential_energies[itraj] = energies

traj.kinetic_energies[itraj]l = (0.5 * MASS) * (vels**2).sum(axis=-1)

vels_block = 0
return traj

J

As a quick test, the following code cell integrates the equations of motion for a single particle with

verify that the total energy is conserved.

a small initial velocity. In this case, the particle oscillates around the origin and one can easily

def demo_energy_conservation():

""nSimple demo of the approximate energy conservation.

The initial velocity is small enough

to let the particle vibrate around the origin.

nstep = 100

traj = integrate(np.zeros(2), np.full(2, le-u4), nstep)
plt.close("energy")

_, ax = plt.subplots(num="energy")

times = np.arange(traj.nstep) * traj.timestep

(continues on next page)
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(continued from previous page)

ax.plot(times, traj.potential_energies, label="potential")

ax.plot(times, traj.potential_energies + traj.Kkinetic_energies, label="total")
ax.set_title("Energy Conservation Demo")

ax.set_xlabel("Time [a.u. of timel™)

ax.set_ylabel(r"Energy [E$_\mathrm{h}$1")

ax.legend()

demo_energy_conservation()
.

Energy Conservation Demo
-0.0213 ~

-0.0214 +
-0.0215 +
-0.0216 +

-0.0217 A total

Energy [En]

-0.0218 A

-0.0219

-0.0220 A

—— potential

0 5000 10000 15000 20000
Time [a.u. of time]

Demonstration of Deterministic Choas

Newtonian dynamics is deterministic, but has chaotic solutions for many systems. The parti-
cle on a surface in this notebook is no exception. The following cell shows two trajectories for
nearly identical initial conditions, but they slowly drift apart over time. After sufficient time, any

information about their nearly identical initial conditions is lost.

(def demo_chaos():
vels = np.array([[1e-3, 1le-u4], [1.000001e-3, 1le-u4]11)
traj = integrate(np.zeros((2, 2)), vels, 1500)
plt.close("chaos")
_, ax = plt.subplots(num="chaos")
ax.plot([0], [0], "o", color="k", label="Initial position")
ax.plot(traj.coords[:, 0, 0], traj.coords[:, 0, 1], color="Cl", label="Trajectory 1")
ax.plot(
traj.coords[:, 1, 0],
traj.coords[:, 1, 1],
color="C3",
ls=":",
label="Trajectory 2",

(continues on next page)
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)

ax.
.set_xlabel("x [a$_0$1")

ax

ax.
.legend()
ax.

aX

set_aspect("equal", "box")
set_ylabel("y [a$_0$1")

set_title("Two Trajectories")

plt.close("chaos_dist")

-1

ax = plt.subplots(num="chaos_dist")

times = np.arange(traj.nstep) * traj.timestep
ax.semilogy(times, np.linalg.norm(traj.coords[:, 0] - traj.coords[:, 1], axis=-1))

ax.
ax.
ax.

set_xlabel("Time [a.u. of time]")
set_ylabel("Interparticle distance [a$_0$]1")
set_title("Slow Separation")

demo_chaos()

(continued from previous page)

Two Trajectories

30 A
20 A \
10 1 ) \
~ 0- R c—
]
> LTy
-10 ..
20 - :
: ® [Initial position
-30 1 Trajectory 1
R R TRE Trajectory 2

=70 -60 -50 -40 -30 -20 -10 0
x [ao]

5.4. Diffusion on a Surface with Newtonian Dynamics

83




STACIE, Release 1.0

Slow Separation
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Because the trajectories are chaotic, the short term motion is ballistic, while the long term motion
is a random walk.

Note that the random walk is only found in a specific energy window. If the energy is too small,
the particles will oscillate around a local potential energy minimum. If the energy is too large, or
just high enough to cross barriers, the particles will follow almost linear paths over the surface.

5.4.3 Surface diffusion without block averages

This section considers 100 independent particles whose initial velocities have the same magnitude
but whose directions are random. The time-dependent particle velocities are used as inputs for
STACIE to compute the diffusion coefficient.

def demo_stacie(block_size: int = 1):
""rSimulate particles on a surface and compute the diffusion coefficient.

Parameters

block_size
The block size for the block averages.
If 1, no block averages are used.

Returns
result
The result of the STACIE analystis.
natom 100
nstep = 20000
rng = np.random.default_rng(42)
vels = rng.normal(®, 1, Cnatom, 2))
vels *= 9.7e-U4 / np.linalg.norm(vels, axis=1).reshape(-1, 1)

(continues on next page)
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(continued from previous page)

traj = integrate(np.zeros((natom, 2)), vels, nstep, block_size)

plt.close(f"trajs_7/block_size}")
_, ax = plt.subplots(num=f"trajs_i/block_size}/", figsize=(6, 6))
for i in range(natom):
ax.plot(traj.coords[:, i, 0], traj.coords[:, i, 11)
ax.set_aspect("equal"”, "box")
ax.set_xlabel("x [a$_0$1")
ax.set_ylabel("y [a$_0$1")
ax.set_title(f"{natom} Newtonian Pseudo-Random Walks")

spectrum = compute_spectrum(
traj.vels.transpose(l, 2, 0).reshape(2 * natom, traj.nstep),
timestep=traj.timestep,

# Define units and conversion factors used for screen output and plotting.
# This does not affect numerical values stored in the result object.
uc = UnitConfig(

acint_symbol="D",

acint_unit=sc.value("atomic unit of time")

/ sc.value("atomic unit of length") #*x 2,

acint_unit_str="m$"2$/s",

acint_fmt=".2e",

freq_unit=TERAHERTZ,

freq_unit_str="THz",

time_unit=PICOSECOND,

time_unit_str="ps",

time_fmt=".2f",

# The maximum cutoff frequency is chosen to be 1 THz,
# by inspecting the first spectrum plot.
# Beyond the cutoff frequency, the spectrum has resonance peaks that
# the Lorentz model is not designed to handle.
result = estimate_acint(
spectrum, LorentzModel(), fcut_max=TERAHERTZ, verbose=True, uc=uc

# Plotting

plt.close(f"spectrum_i/block_size}")

_, ax = plt.subplots(num=f"spectrum_i/block_size}/")
plot_fitted_spectrum(ax, uc, result)
plt.close(f"extras_{block_size’")

_, axs = plt.subplots(2, 2, num=f"extras_/block_size}")
plot_extras(axs, uc, result)

return result

.

[result_l = demo_stacie()

CUTOFF FREQUENCY SCAN cv21(125%)
neff criterion fcut [THz]

(continues on next page)
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(continued from previous page)

15.0 inf 1.41e-01 (Variance of the correlation time estimate is too large.)
15.9 inf 1.50e-01 (Variance of the correlation time estimate is too large.)
16.9 inf 1.60e-01 (Variance of the correlation time estimate is too large.)
18.0 inf 1.70e-01 (Variance of the correlation time estimate is too large.)
19.1 inf 1.81e-01 (Variance of the correlation time estimate is too large.)
20.3 34.0 1.93e-01
21.6 33.6 2.06e-01
23.0 33.2 2.19e-01
24.4 32.8 2.33e-01
25.9 32.4 2.48e-01
27.6 32.1 2.64e-01
29.3 32.3 2.8le-01
31.2 33.3 2.99e-01
33.2 35.6 3.18e-01
35.3 39.6 3.39e-01
37.5 45.5 3.61le-01
39.9 55.2 3.84e-01
42.4 4.8 4.09e-01
45.1 101.9 4.35e-01
43.0 132.8 4.63e-01

Cutoff criterion exceeds incumbent + margin: 32.1 + 100.0.

INPUT TIME SERIES

Time step: 0.01 ps
Simulation time: 100.00 ps
Maximum degrees of freedom: 400.0

MAIN RESULTS
Autocorrelation integral: 5.80e-07 £ 1.61e-08 m$"2$/s
Integrated correlation time: 0.72 £ 0.02 ps

SANITY CHECKS (weighted averages over cutoff grid)

Effective number of points: 26.6 (ideally > 60)
Regression cost Z-score: -0.2 (ideally < 2)
Cutoff criterion Z-score: -0.2 (ideally < 2)

MODEL lorentz(0.1) | CUTOFF CRITERION cv21(125%)
Number of parameters: 3
Average cutoff frequency: 2.54e-01 THz
Exponential correlation time: 0.99 + 0.06 ps

RECOMMENDED SIMULATION SETTINGS (EXPONENTIAL CORR. TIME)
Block time: 0.31 £ 0.03 ps
Simulation time: 61.92 + 0.47 ps
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Model lorentz(0.1)
D=580x10"7+1.61x 1078 m?/s

le-7

Texp = 0.99 £0.06 ps
Tint = 0.72 £ 0.02 ps
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The spectrum has several peaks related to oscillations of the particles around a local minimum.
These peaks are irrelevant to the diffusion coefficient. The broad peak at zero frequency is used
by STACIE to derive the diffusion coefficient. The obtained value is not directly comparable to
experiment because the 2D lattice model for the surface is not based on an experimental case.
However, the order of magnitude is comparable to the self-diffusion constants of pure liquids

[BUNO22].

It is also interesting to compare the integrated and exponential autocorrelation time, as they are

not the same in this case.
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print(f"corrtime_exp = {result_1l.corrtime_exp / PICOSECOND:.3f} ps")
print(f"corrtime_int = {result_1.corrtime_int / PICOSECOND:.3f} ps")

corrtime_exp = 0.985 ps
corrtime_int = 0.718 ps

The integrated autocorrelation time is smaller than the exponential one because the former is an
average of all time scales of the particle velocities. This includes the slow diffusion and faster
oscillations in local minima. In contrast, the exponential autocorrelation time only represents the
slow diffusive motion.

Finally, it is well known that the velocity autocorrelation function of molecules in a liquid decays
according to a power law [AW70]. One might wonder why the Lorentz model can be used here
since it implies that diffusion can be described with an exponentially decaying autocorrelation
function. The system in this notebook exhibits exponential decay because every particle only
interacts with the surface, and not with each other, such that there are no collective modes with
long memory effects.

5.4.4 Surface diffusion with block averages

This section repeats the same example, but now with block averages of velocities. Block averages
are primarily useful for reducing storage requirements when saving trajectories to disk before
processing them with STACIE. In this example, the block size is determined by the following
guideline:

[print(np.pi * result_1.corrtime_exp / (10 * TIMESTEP)) ]

[61 .920082928051755 ]

Let’s use a block size of 60 to stay on the safe side.

[result_ﬁo = demo_stacie(60) J
- N
CUTOFF FREQUENCY SCAN cv21(125%)

neff criterion fcut [THz]

15.0 inf 1.41e-01 (Variance of the correlation time estimate is too large.)

15.9 inf 1.51e-01 (Variance of the correlation time estimate is too large.)

16.9 inf 1.60e-01 (Variance of the correlation time estimate is too large.)

18.0 inf 1.71e-01 (Variance of the correlation time estimate is too large.)

19.1 inf 1.82e-01 (Variance of the correlation time estimate is too large.)

20.3 33.9 1.93e-01

21.6 33.5 2.06e-01

23.0 33.1 2.19e-01

24.4 32.6 2.33e-01

25.9 32.3 2.48e-01

27.6 32.1 2.64e-01

29.3 32.6 2.81e-01

31.2 34.2 2.99e-01

33.2 37.2 3.19e-01

35.3 1.7 3.39%e-01

37.5 ug.2 3.61le-01

39.9 58.0 3.84e-01

42.4 75.9 4.09e-01

(continues on next page)
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45.1 96.6 4.36e-01
ug.o 117.7 4.64e-01
51.1 134.9 4.94e-01

Cutoff criterion exceeds incumbent + margin: 32.1 + 100.0.

INPUT TIME SERIES

Time step: 0.30 ps
Simulation time: 99.90 ps
Maximum degrees of freedom: 400.0

MAIN RESULTS
Autocorrelation integral: 5.80e-07 = 1.61e-08 m$"2$/s
Integrated correlation time: 1.00 + 0.03 ps

SANITY CHECKS (weighted averages over cutoff grid)

Effective number of points: 26.0 (ideally > 60)
Regression cost Z-score: -0.2 (ideally < 2)
Cutoff criterion Z-score: -0.2 (ideally < 2)

MODEL lorentz(0.1) | CUTOFF CRITERION cv21(125%)
Number of parameters: 3
Average cutoff frequency: 2.49e-01 THz
Exponential correlation time: 0.99 * 0.06 ps

RECOMMENDED SIMULATION SETTINGS (EXPONENTIAL CORR. TIME)
Block time: 0.31 £ 0.03 ps
Simulation time: 62.17 + 0.47 ps
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Amplitude [m?/s]
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As expected, there are no significant changes in the results.

It is again interesting to compare the integrated and exponential autocorrelation times.

|

print(f"corrtime_exp
print(f"corrtime_int

= {result_60.corrtime_exp / PICOSECOND: .3f} ps")
= {result_60.corrtime_int / PICOSECOND:.3f} ps")

|

corrtime_exp =

corrtime_int =

0.989
0.998

ps
ps

92

Chapter 5. Worked Examples



STACIE, Release 1.0

The exponential autocorrelation time is unaffected by the block averages. However, the inte-
grated autocorrelation time has increased and is now closer to the exponential value. Taking
block averages removes the fastest oscillations, causing the integrated autocorrelation time to be
dominated by slow diffusive motion.

5.4.5 Regression Tests

If you are experimenting with this notebook, you can ignore any exceptions below. The tests are
only meant to pass for the notebook in its original form.

acint_unit = sc.value("atomic unit of time") / sc.value("atomic unit of length") #*x 2
acint_1 = result_l.acint / acint_unit
if abs(acint_1 - 5.80e-7) > 5e-9:
raise ValueError(f"Wrong acint (no block average): {acint_1:.2e}")
acint_60 = result_60.acint / acint_unit
if abs(acint_60 - 5.80e-7) > 5e-9:
raise ValueError(f"Wrong acint (block size 60): {acint_60:.2e}")

The remaining notebooks process the output of external simulation codes. Input files for these
simulations can be found in the Git source repository of STACIE. You can rerun these simulations
to generate the required data or use the data files from the ZIP archive mentioned above.

5.5 Shear Viscosity of a Lennard-Jones Liquid Near the Triple
Point (LAMMPS)

This example shows how to calculate viscosity of argon from pressure tensor data obtained from
LAMMPS MD simulations. The required theoretical background is explained the Shear Viscosity
section. The same simulations are also used for the bulk viscosity and thermal conductivity ex-
amples in the following two notebooks. The goal of the argon examples is to derive the three
transport properties with a relative error smaller than those found in the literature.

All argon MD simulations use the Lennard-Jones potential with reduced Lennard-Jones units. For
example, the reduced unit of viscosity is denoted as n*, and the reduced unit of time as t*. The
simulated system consists of 1372 argon atoms. The thermodynamic state p = 0.8442 p™ and
T = 0.722 T* corresponds to a liquid phase near the triple point (p = 0.0845 p* and T = 0.69 T™).
This liquid state is known to exhibit slow relaxation times, which complicates the convergence of
transport properties and makes it a popular test case for computational methods.

The LAMMPS input files can be found in the directory docs/data/tlammps_1j3d of STACIE’s Git
source repository. To obtain sufficient data for all three properties, we performed 100 independent
runs, for which the guesstimated relative error is tabulated below. The Lorentz model is used to fit
the spectrum, with degrees S,,,, = {0,2} and Sy, = {2}, corresponding to P = 3 parameters.

Property M Guess rel. error
Shear viscosity 500 0.5%
Bulk viscosity 100 1.2 %

Thermal conductivity 300 0.7 %

The (initial) settings for the production runs were determined as follows. In general, the inte-
gration time step in MD simulations roughly corresponds to one tenth of a period of the fastest
oscillations in the system. At shorter time scales than 10 steps, the dynamics is most likely irrel-
evant for transport properties. Hence, in our first simulations, all data was recorded with block
averages of 10 steps. As mentioned in the section on the block averages, at least 400 P blocks are
recommended. The initial production runs therefore consisted of 12000 MD steps. Note that these
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values are only coarse estimates. As explained below, the production runs were extended twice
to improve the statistics.

Details of the MD simulations can be found the LAMMPS inputs docs/data/lammps_1j3d/
template-init.lammps and docs/data/lammps_1j3d/template-ext.lammps in STACIE’s Git repository.
These input files are actually Jinja2 templates that are rendered with different random seeds (and
restart files) for each run. The initial production simulations start from an FCC crystal structure,
which is first melted for 5000 steps at an elevated temperature of T = 1.5 T* in the NVT ensemble.
The system is then equilibrated at the desired temperature of T = 0.722 T* for 5000 additional
steps. Starting from the equilibrated states, production runs were performed in the NVE ensem-
ble. The velocities are not rescaled after the NVT equilibration, to ensure that the set of NVE runs
as a whole is representative of the NVT ensemble. During the production phase, trajectory data
is collected with block averages over 10 steps.

The LAMMPS input files contain commands to write output files that can be directly loaded using
Python and NumPy without any additional converters or wrappers. The following output files
from docs/data/lammps_1j3d/sims/replica_????_part_??/ were used for the analysis:

« info.yaml: simulation settings that may be useful for post-processing.
* nve_thermo.txt: subsampled instantaneous temperature and related quantities
« nve_pressure_blav.txt: block-averaged (off)diagonal pressure tensor components

* nve_heatflux_blav.txt: block-averaged x, y, and z components of the heat flux vector, i.e. J}j,
J ;1, and JI. Heat fluxes are used in the thermal conductivity example, not in this notebook.

©® Note

The results in this example were obtained using LAMMPS 29 Aug 2024 Update 3. Minor differ-
ences may arise when using a different version of LAMMPS, or even the same version compiled
with a different compiler.

5.5.1 Library Imports and Configuration

import os

import numpy as np

import matplotlib.pyplot as plt

import matplotlib as mpl

from path import Path

from yaml import safe_load

from scipy.stats import chi2

from stacie import (
UnitConfig,
compute_spectrum,
estimate_acint,
LorentzModel,
plot_fitted_spectrum,
plot_extras,

)

from utils import plot_instantaneous_percentiles, plot_cumulative_temperature_histogram

mpl.rc_file("matplotlibrc")
%config InlineBackend.figure_formats = ["svg"]

.
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# You normally do not need to change this path.
# It only needs to be overridden when building the documentation.
DATA_ROOT = Path(os.getenv("DATA_ROOT", "./")) / "lammps_1j3d/sims/"

5.5.2 Analysis of the Equilibration Runs

To ensure that the production runs start from a well-equilibrated state, we first analyze the equi-
libration runs. The following code cell plots percentiles of the instantaneous temperature as a
function of time over all independent runs. For reference, the theoretical percentiles of the NVT

ensemble are shown as horizontal dotted lines.

(def plot_equilibration(ntraj: int = 100):

"""plot percentiles of the instantaneous temperature."""

# Load the configuration from the YAML file.

with open(DATA_ROOT / "replica_0000_part_00/info.yaml") as fh:
info = safe_load(fh)

temp_d = info["temperature"]

ndof = info["natom"] * 3 - 3

# Load trajectory data.
temps = []
time = None
for itraj in range(ntraj):

equil_dir = DATA_ROOT / f"replica_{itraj:oud}_part_00/"

data = np.loadtxt(equil_dir / "nvt_thermo.txt")

temps.append(datal:, 11)

if time is None:

time = info["block_size"] * info["timestep"] * np.arange(len(data))

temps = np.array(temps)

# Select the last part (final temperature), discarding the melting phase.
temps = temps[:, 550:]
time = time[550:]

# Plot the instantaneous and desired temperature.
plt.close("tempequil™)
_, ax = plt.subplots(num="tempequil™)
percents = [95, 80, 50, 20, 5]
plot_instantaneous_percentiles(
ax,
time,
temps,
percents,
expected=[chi2.ppf(percent / 100, ndof) * temp_d / ndof for percent in percents],
)
ax.set_title(
"Percentiles of the instantaneous temperature over the 100 equilibration runs"
)
ax.set_ylabel("Temperature")
ax.set_xlabel("Time")

plot_equilibration()

5.5. Shear Viscosity of a Lennard-Jones Liquid Near the Triple Point (LAMMPS)

95




STACIE, Release 1.0

Percentiles of the instantaneous temperature over the 100 equilibration runs
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The plot shows that the equilibration runs were successful: They reach the correct average tem-
perature and also exhibit the expected fluctuations. Note that we used a Langevin thermestat for
equilibration. This is a robust local thermostat that quickly brings all degrees of freedom to the
desired temperature. In comparison, a global Nosé-Hoover-chain (NHC) thermostat would still
show large oscillations in the temperature, even after 5000 steps. Taking the last state from an
NHC run generally results in biased initial conditions for the NVE runs. (You can see the differ-
ence by modifying the LAMMPS input files, rerunning them and then rerunning this notebook.)

5.5.3 Analysis of the Initial Production Simulations

The following code cell defines analysis functions:

+ get_indep_paniso transforms the pressure tensor components into five independent
anisotropic contributions, as explained in the Shear Viscosity theory section.

« estimate_viscosity calculates the viscosity and plots the results. It also prints recommenda-
tions for data reduction (block averaging) and simulation time, as explained in the following
two sections of the documentation:

— Integrated and Exponential Autocorrelation Time
— Reducing Storage Requirements with Block Averages

These will be used to determine whether our initial simulation settings are appropriate.

def get_indep_paniso(pcomps):
return np.array(

[
(pcomps[0] - 0.5 * pcomps[1] - 0.5 * pcomps[2]) / np.sqrt(3),
0.5 * pcomps[1] - 0.5 * pcomps[2],
pcomps[3],
pcomps[4],
pcomps[5],
]

(continues on next page)
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(continued from previous page)

def estimate_viscosity(name, pcomps, av_temperature, volume, timestep, verbose=True):
# Create the spectrum of the pressure fluctuations.
# Note that the Boltzmann constant is 1 in reduced LJ units.
uc = UnitConfig(
acint_fmt="_.3f",
acint_symbol="n",
acint_unit_str="n*",
freq_unit_str="1/t*",
time_fmt=".3f",
time_unit_str="t*",

)

spectrum = compute_spectrum(
pcomps,
prefactors=volume / av_temperature,
timestep=timestep,

)

# Estimate the viscosity from the spectrum.
result = estimate_acint(spectrum, LorentzModel(), verbose=verbose, uc=uc)

if verbose:
# Plot some basic analysis figures.
plt.close(f"{name}_spectrum")
_, ax = plt.subplots(num=F"{name}_spectrum")
plot_fitted_spectrum(ax, uc, result)
plt.close(f"{name}_extras")
_, axs = plt.subplots(2, 2, num=f"{name/_extras")
plot_extras(axs, uc, result)

# Return the viscosity
return result

The next cell performs the analysis of the initial simulations. It prints the recommended block
size and the simulation time for the production runs, and then generates two figures:

« The spectrum of the off-diagonal pressure fluctuations, and the model fitted to the spectrum.

« Additional intermediate results.

-
def analyze_production(npart: int, ntraj: int = 100, select: int | None = None):

mnn

Perform the analysis of the production runs.

Parameters
npart
Number of parts in the production runs.
For the initial production runs, this is 1.
ntraj
Number of trajectories in the production runs.
select
If ‘None', all anisotropic contributions are selected.

(continues on next page)
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If not ‘None‘, only select the given anisotropic contribution
for the viscosity estimate. Must be one of ‘0‘, ‘1%, ‘2%, ‘3%, ‘U4', ‘None‘.

Returns

result
The result from STACIE's ‘estimate_acint' function,

# Load the configuration from the YAML file.

with open(DATA_ROOT / "replica_0000_part_00/info.yaml") as fh:
info = safe_load(fh)

# Load trajectory data.
thermos = []
pcomps_full = []
for itraj in range(ntraj):
thermos . append([])
pcomps_full.append([])
for ipart in range(npart):
prod_dir = DATA_ROOT / f"replica_{itraj:o0ud}_part_{ipart:02d}/"
thermos[-1].append(np.loadtxt(prod_dir / "nve_thermo.txt"))
pcomps_full[-1].append(np.loadtxt(prod_dir / "nve_pressure_blav.txt"))
thermos = [np.concatenate(parts).T for parts in thermos]
pcomps_full = [np.concatenate(parts).T for parts in pcomps_full]
av_temperature = np.mean([thermo[1] for thermo in thermos])

# Compute the viscosity.
pcomps_aniso = np.concatenate([get_indep_paniso(p[1:]) for p in pcomps_full])
if select is not None:
if select < 0 or select > 4:
raise ValueError(f"Invalid selection {select}, must be in [0, 4]")
pcomps_aniso = pcomps_aniso[select::5]
return estimate_viscosity(
f"part{npart}",
pcomps_aniso,
av_temperature,
info["volume"],
info["timestep"] * info["block_size"],
verbose=select is None,

eta_production_init = analyze_production(l).acint
.-

g
CUTOFF FREQUENCY SCAN cv21(125%)
neff criterion fcut [1/t*]

15.0 inf 3.93e-01 (Variance of the correlation time estimate is too large.)
15.9 inf 4.18e-01 (Variance of the correlation time estimate is too large.)
16.9 inf 4.45e-01 (Variance of the correlation time estimate is too large.)
18.0 inf 4.73e-01 (Variance of the correlation time estimate is too large.)
19.1 inf 5.04e-01 (Variance of the correlation time estimate is too large.)
20.3 inf 5.36e-01 (Variance of the correlation time estimate is too large.)

(continues on next page)
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21.6 inf 5.71le-01 (Variance of the correlation time estimate is too large.)
23.0 inf 6.08e-01 (Variance of the correlation time estimate is too large.)
24 .4 inf 6.U47e-01 (Variance of the correlation time estimate is too large.)
25.9 inf 6.89e-01 (Variance of the correlation time estimate is too large.)
27.6 inf 7.33e-01 (Variance of the correlation time estimate is too large.)
29.3 8.0 7.81le-01
31.2 11.4 8.31e-01
33.2 16.1 8.85e-01
35.3 22.0 9.42e-01
37.5 29.1 1.00e+00
39.9 37.1 1.07e+00
42.4 u5.7 1.14e+00
45.1 54.2 1.21e+00
ug.o 63.4 1.29e+00
51.1 73.3 1.37e+00
54.4 85.0 1.46e+00
57.8 99.6 1.55e+00
61.5 118.2 1.65e+00
Cutoff criterion exceeds incumbent + margin: 8.0 + 100.0.
INPUT TIME SERIES
Time step: 0.030 T*
Simulation time: 36.000 t*
Maximum degrees of freedom: 1000.0
MAIN RESULTS
Autocorrelation integral: 3.205 = 0.063 n*
Integrated correlation time: 0.138 + 0.003 tT=*
SANITY CHECKS (weighted averages over cutoff grid)
Effective number of points: 29.4 (ideally > 60)
Regression cost Z-score: -0.6 (ideally < 2)
Cutoff criterion Z-score: 6.3 (ideally < 2)
MODEL lorentz(0.1) | CUTOFF CRITERION cv21(125%)
Number of parameters: 3
Average cutoff frequency: 7.82e-01 1/t*
Exponential correlation time: 0.377 + 0.036 tT*
RECOMMENDED SIMULATION SETTINGS (EXPONENTIAL CORR. TIME)
Block time: 0.118 £ 0.020 T*
Simulation time: 23.689 + 0.285 T*
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Model lorentz(0.1)
n=3.205+0.063n*

Texp = 0.377 £0.036 T*
Tint = 0.138 £ 0.003 t*
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Several things can be observed in the analysis of the initial production runs:

« The recommendations based on the exponential correlation time were met by the initial

simulation settings.

— The recommended simulation time is 24 t, which about 8000 steps. The initial produc-

tion runs (12000 steps) were therefore sufficient.

— The recommended block time is 0.118 t*, which corresponds to about 40 steps. The block
size used in the initial production runs (10 steps) was sufficiently small.

« The relative error of the viscosity estimate is about 2%, which is larger than the guesstimated
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value 0.5%. This is fine and somewhat expected, since this guess is known to be crude.

« The Lorentz model used to fit the spectrum was a fair choice, but for higher frequencies,
the sampling PSD clearly decays faster than the fitted model. For the case of viscosity, there
is (to the best of our knowledge) no solid theoretical argument to support the exponential
decay of the ACF of the pressure tensor. It just seems to be a reasonable choice for this case.

« The effective number of points fitted to the spectrum is 29.4, which is low for a 3 parameter
model. For high-quality production simulations, it would be good to triple the simulation
length, as to multiply the resolution of the frequency grid by 3. This is hopefully sufficient
to reach 60 effective points.

As can be seen in the comparison to literature results below, the results for the initial production
runs were already quite good. However, for the sake of demonstration, the production runs were
extended by an additional 24000 steps each, to triple the simulation time. This revealed that the
effective number of points fitted to the spectrum increase to 61, which is a sublinear increase,
just enough to reach the target of 60. For the sake of demonstration, we decided to extend the
production runs by another 64000 steps, which resulted in a total simulation time of 300 t* per
run.

The difficulty of increasing the effective number of fitted points can be understood as follows. The
Lorentz model is not capable of fitting the spectrum to higher frequencies. By including more data
points, the limitations of the approximating model also become clearer, and the cutoff criterion
will detect some underfitting (and thus risk for bias) at lower cutoffs.

5.5.4 Analysis of the Production Simulations

Here we just repeat the analysis, but now with extended production runs.

[eta_production_ext = analyze_production(3).acint

(CUTOFF FREQUENCY SCAN cv21(125%)

neff criterion fcut [1/t*]

15.0 inf 4.71e-02 (Variance of the correlation time estimate is too large.)
15.9 inf 5.01e-02 (Variance of the correlation time estimate is too large.)
16.9 inf 5.34e-02 (Variance of the correlation time estimate is too large.)
18.0 inf 5.68e-02 (Variance of the correlation time estimate is too large.)
19.1 inf 6.05e-02 (Variance of the correlation time estimate is too large.)
20.3 inf 6.U4e-02 (Variance of the correlation time estimate is too large.)
21.6 inf 6.85e-02 (Variance of the correlation time estimate is too large.)
23.0 inf 7.30e-02 (Variance of the correlation time estimate is too large.)
24.4 inf 7.77e-02 (Variance of the correlation time estimate is too large.)
25.9 inf 8.27e-02 (Variance of the correlation time estimate is too large.)
27.6 inf 8.80e-02 (Variance of the correlation time estimate is too large.)
29.3 inf 9.37e-02 (Variance of the correlation time estimate is too large.)
31.2 inf 9.97e-02 (Variance of the correlation time estimate is too large.)
33.2 inf 1.06e-01 (Variance of the correlation time estimate is too large.)
35.3 inf 1.13e-01 (Variance of the correlation time estimate is too large.)
37.5 inf 1.20e-01 (Variance of the correlation time estimate is too large.)
39.9 inf 1.28e-01 (Variance of the correlation time estimate is too large.)
42.4 inf 1.36e-01 (Variance of the correlation time estimate is too large.)
45.1 inf 1.45e-01 (Variance of the correlation time estimate is too large.)
8.0 inf 1.54e-01 (Variance of the correlation time estimate is too large.)
51.1 inf 1.6U4e-01 (Variance of the correlation time estimate is too large.)
54.4 inf 1.75e-01 (Variance of the correlation time estimate is too large.)
57.8 inf 1.86e-01 (Variance of the correlation time estimate is too large.)

(continues on next page)
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61.5 inf 1.98e-01 (Variance of the correlation time estimate is too large.)
65.5 inf 2.11e-01 (Variance of the correlation time estimate is too large.)
69.7 inf 2.25e-01 (Variance of the correlation time estimate is too large.)
4.1 inf 2.39e-01 (Variance of the correlation time estimate is too large.)
78.9 inf 2.55e-01 (Variance of the correlation time estimate is too large.)
83.9 inf 2.71le-01 (Variance of the correlation time estimate is too large.)
89.3 inf 2.89e-01 (Variance of the correlation time estimate is too large.)
95.0 inf 3.07e-01 (Variance of the correlation time estimate is too large.)
101.1 inf 3.27e-01 (Variance of the correlation time estimate is too large.)
107.6 inf 3.48e-01 (Variance of the correlation time estimate is too large.)
114.5 2.6 3.70e-01
121.9 2.5 3.94e-01
129.7 2.4 4.20e-01
138.0 2.3 4.47e-01
146.9 2.4 4.76e-01
156.3 3.0 5.06e-01
166.4 4.1 5.39e-01
177.1 6.3 5.74e-01
188.5 10.2 6.11le-01
200.6 16.3 6.50e-01
213.5 25.2 6.92e-01
227.2 37.2 7.37e-01
241.9 52.6 7.84e-01
257.4 71.1 8.35e-01
274.0 93.2 8.89e-01
291.6 119.6 9.46e-01

Cutoff criterion exceeds incumbent + margin: 2.3 + 100.0.

INPUT TIME SERIES

Time step: 0.030 T*
Simulation time: 300.000 t*
Maximum degrees of freedom: 1000.0

MAIN RESULTS
Autocorrelation integral: 3.245 + 0.026 n*
Integrated correlation time: 0.139 + 0.6001 T=*

SANITY CHECKS (weighted averages over cutoff grid)

Effective number of points: 134.8 (ideally > 60)
Regression cost Z-score: -0.0 (ideally < 2)
Cutoff criterion Z-score: 2.9 (ideally < 2)

MODEL lorentz(0.1) | CUTOFF CRITERION cv21(125%)
Number of parameters: 3
Average cutoff frequency: 4.36e-01 1/t*
Exponential correlation time: ©0.414 + 0.036 T*

RECOMMENDED SIMULATION SETTINGS (EXPONENTIAL CORR. TIME)
Block time: 0.130 £ 0.020 T*
Simulation time: 26.003 = 0.288 tT*
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Model lorentz(0.1)
n=3.245+0.026 n*

Texp = 0.414 £ 0.036 T*
Tint = 0.139 £ 0.001 t*
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Some remarks about the final results:

Cutoff frequency [1/1*]

« The effective number of points has increased to 134.8, which is a fine number of data points

for a model with P = 3 parameters.

« For higher frequency cutoffs, both Z-scores increase, showing that the autocorrelation func-
tion only decays exponentially in the limit of large lag times. This is expected, since at
sufficiently short time scales, the pressure tensor fluctuations are smooth functions, i.e. not

featuring the cusp of a purely exponential ACF.

5.5. Shear Viscosity of a Lennard-Jones Liquid Near the Triple Point (LAMMPS)

103



STACIE, Release 1.0

5.5.5 Comparison to Literature Results

Comprehensive literature surveys on computational estimates of the shear viscosity of a Lennard-
Jones fluid can be found in [MLK04a] and [VSGO07a]. These papers also present new results, which
are included in the table below. Since the simulation settings (+* . = 2.5, N = 1372, T* = 0.722

cut

and p* = 0.8442) are identical to those used in this notebook, the reported values should be
directly comparable.

Method Simulation time [t*] Shear viscosity [n*] Reference

EMD NVE (STACIE) 3600 3.205 + 0.063 (here) initial
EMD NVE (STACIE) 10800 3.207 = 0.040 (here) extension 1
EMD NVE (STACIE) 30000 3.245 + 0.026 (here) extension 2
EMD NVE (Helfand-Einstein) 75000 3.277 £ 0.098 [MLKO04a]

EMD NVE  (Helfand- 600000 3.268 + 0.055 [VSGO7a]
moment)

This comparison confirms that STACIE can reproduce a well-known viscosity result, in line with
literature results. To achieve a state-of-the-art statistical uncertainty, it requires far less simulation
time. Even our longest production runs are still less than half as long as in the cited papers, and
we achieve a much smaller uncertainties.

To be fair, the simulation time only accounts for production runs. Our setup also includes a sig-
nificant amount of equilibration runs (3000 t* in total) to ensure that different production runs are
uncorrelated. Even when these additional runs are included, the overall simulation time remains
significantly lower than in the cited papers.

5.5.6 Validation of the Production Runs

To further establish that our NVE runs together represent the NVT ensemble, the following two
cells perform additional validation checks.

« A plot of the conserved quantity of the separate NVE runs, to detect any drift.

« The distribution of the instantaneous temperature, which should match the desired NVT
distribution. For each individual NVE run and for the combined NVE runs, cumulative dis-
tributions are plotted. The function also plots the expected cumulative distribution of the
NVT ensemble.

(def plot_total_energy():
# Load trajectory data.
time = None
energies = []
for itraj in range(100):
time_traj = []
energies_traj = []
for ipart in range(3):
prod_dir = DATA_ROOT / f"replica_{itraj:0ud}_part_{ipart:02d}/"
data = np.loadtxt(prod_dir / "nve_thermo.txt")
if time is None:
time_traj.append(datal:, 01)
energies_traj.append(datal:, 2:1)
if time is None:
time = np.concatenate(time_traj)
energies.append(energies_traj)
energies = [np.concatenate(energy).T for energy in energies]

(continues on next page)
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# Plot the total energy of the NVE runs.
plt.close("energyprod")
_, ax = plt.subplots(num="energyprod")
for kes, pes in energies:

ax.plot(time, kes + pes)
ax.set_xlabel("Time")
ax.set_ylabel("Total Energy")
ax.set_title("Total Energy of the NVE Runs")

plot_total_energy()
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There is no noticeable drift in the total energy of the NVE runs. Apart from the usual (and ac-

ceptable) numerical noise, the total energy is conserved perfectly.

def validate_temperature():
"""Plot cumulative distributions of the instantaneous temperature."""
# Load the configuration from the YAML file.
with open(DATA_ROOT / "replica_0000_part_00/info.yaml") as fh:
info = safe_load(fh)
temp_d = info["temperature"]
ndof = info["natom"] * 3 - 3

# Load trajectory data.
temps = []
for itraj in range(100):
temps.append([])
for ipart in range(3):

prod_dir = DATA_ROOT / f"replica_{itraj:oud}_part_{ipart:02d}/"
temps[-1].append(np.loadtxt(prod_dir / "nve_thermo.txt")[:, 11)

(continues on next page)
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temps = [np.concatenate(temp).T for temp in temps]

# Plot the instantaneous and desired temperature distribution.
plt.close("tempprod")

_, ax = plt.subplots(num="tempprod")
plot_cumulative_temperature_histogram(ax, temps, temp_d, ndof, "t*")

validate_temperature()
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This plot offers detailed insight into NVE versus NVT temperature distributions:

+ In the NVE ensemble, the temperature distribution is relatively narrow. Hence, using a single
NVE run would not be representative of the temperature variance of the NVT ensemble.

« Some of the individual NVE runs have significantly lower ore higher temperatures than the
average. If the transport property of interest has a nonlinear dependence on the temperature,
this effect will lead to a shift in the estimated transport property, compared to using a single
NVE run.

In the limit of macroscopic system sizes (N — o), the NVE ensemble converges to the NVT
ensemble. However, in simulations, one operates at finite system sizes, well below the thermo-
dynamic limit.

5.5.7 Validation of the Independence of the Anistropic Contributions

Here we validate numerically that the five independent anisotropic contributions to the pressure
tensor are indeed statistically independent. The covariance matrix of the anisotropic contributions
is computed and the off-diagonal elements are plotted.

def validate_independence(ntraj: int = 100):
"""Yaglidate the independence of the anisotropic contributions."""

(continues on next page)
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# Load trajectory data.
pcomps_full = []
for itraj in range(ntraj):
pcomps_full.append([])
for ipart in range(3):
prod_dir = DATA_ROOT / f"replica_{itraj:oud}_part_{ipart:02d}/"
pcomps_full[-1].append(np.loadtxt(prod_dir / "nve_pressure_blav.txt")[:, 1:])
pcomps_aniso = [get_indep_paniso(np.concatenate(parts).T) for parts in pcomps_full]

# Compute the average of the covariance matrix over all NVE trajectories.
cov = np.mean([np.cov(p, ddof=0) for p in pcomps_aniso], axis=0)
scale = abs(cov).max() * 1.05

# Plot the covariance matrix.
plt.close("covariance")
_, ax = plt.subplots(num="covariance")
im = ax.imshow(
cov, cmap="coolwarm", vmin=-scale, vmax=scale, extent=[0.5, 5.5, 0.5, 5.5]
)
ax.set_title("Covariance of Anisotropic Pressure Contributions")
ax.set_xlabel("Anisotropic Contribution $P'_i$")
ax.set_ylabel("Anisotropic Contribution $P'_j$")
plt.colorbar(im, ax=ax)

validate_independence()
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The plot confirms that there is (at least visually) no sign of any statistical correlation between the
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anisotropic contributions. Note that one may perform more rigorous statistical tests to validate
the independence of the five contributions. Here, we keep it simple for the sake of an intuitive
demonstration.

5.5.8 Validation of the consistency of the Anisotropic Contributions

The following code cell shows that the five independent anisotropic contributions result in the
same shear viscosity estimate, within the predicted uncertainties.

(def validate_consistency():
for i in range(5):
result = analyze_production(3, select=i)
eta = result.acint
eta_std = result.acint_std
print(f"Anisotropic contribution {i + 1}: n = {eta:.3f} + {eta_std:.3f} n*")

validate_consistency()

p
Anisotropic contribution

1: n=3.247 £ 0.053 n*
Anisotropic contribution 2: n = 3.193 £ 0.047 n*
Anisotropic contribution 3: n = 3.248 % 0.052 n*
Anisotropic contribution 4: n = 3.183 £ 0.048 n*
Anisotropic contribution 5: n = 3.246 + 0.052 n*

Note that one may perform more rigorous statistical tests to validate the consistency of the results.
Here, we keep it simple for the sake of an intuitive demonstration.
5.5.9 Regression Tests

If you are experimenting with this notebook, you can ignore any exceptions below. The tests are
only meant to pass for the notebook in its original form.

if abs(eta_production_init - 3.236) > 0.1:

raise ValueError(f"wrong viscosity (production): {eta_production_init:.3e}")
if abs(eta_production_ext - 3.257) > 0.1:

raise ValueError(f"wrong viscosity (production): {eta_production_ext:.3e}")

5.6 Bulk Viscosity of a Lennard-Jones Liquid Near the Triple
Point (LAMMPS)

This example demonstrates how to compute the bulk viscosity of a Lennard-Jones liquid near its
triple point using LAMMPS. It uses the same production runs and conventions as in the Shear
viscosity example. The required theoretical background is explained the section Bulk Viscosity. In
essence, it is computed in the same way as the shear viscosity, except that the isotropic pressure
fluctuations are used as input.

©® Note

The results in this example were obtained using LAMMPS 29 Aug 2024 Update 3. Minor differ-
ences may arise when using a different version of LAMMPS, or even the same version compiled
with a different compiler.
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5.6.1 Library Imports and Matplotlib Configuration

g
import os

import numpy as np

import matplotlib.pyplot as plt

import matplotlib as mpl

from path import Path

from yaml import safe_load

from stacie import (
UnitConfig,
compute_spectrum,
estimate_acint,
LorentzModel,
plot_fitted_spectrum,
plot_extras,

mpl.rc_file("matplotlibrc™)
%config InlineBackend.figure_formats = ["svg"]

# You normally do not need to change this path.
# It only needs to be overridden when building the documentation.
DATA_ROOT = Path(os.getenv("DATA_ROOT", "./")) / "lammps_1j3d/sims/"

5.6.2 Analysis of the Production Simulations

The following code cells define analysis functions used below.

+ get_piso: Computes the isotropic pressure from the diagonal components of the time-
dependent pressure tensor (P,,, P,,, and P,,), as explained in the bulk viscosity theory sec-
tion.

X

« estimate_bulk_viscosity: Computes the bulk viscosity, visualizes the results, and provides
recommendations for data reduction (block averaging) and simulation time, as explained in
the following two sections of the documentation:

— Integrated and Exponential Autocorrelation Time

— Reducing Storage Requirements with Block Averages

(deF estimate_bulk_viscosity(name, p_iso, av_temperature, volume, timestep):
# Compute spectrum of the isotropic pressure fluctuations.
# Note that the Boltzmann constant is 1 in reduced LJ units.
uc = UnitConfig(
acint_fmt=".3f",
acint_symbol="n_b",
acint_unit_str="n*",
freq_unit_str="1/t*",
time_fmt=".3f",
time_unit_str="t*",
)
spectrum = compute_spectrum(
p_iso,
prefactors=volume / av_temperature,
timestep=timestep,
include_zero_freq=False,

(continues on next page)
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# Estimate the bulk viscosity from the spectrum.
result = estimate_acint(spectrum, LorentzModel(), verbose=True, uc=uc)

# Plot some basic analysis figures.
plt.close(f"{name}_spectrum")

_, ax = plt.subplots(num=f"{name}_spectrum")
plot_fitted_spectrum(ax, uc, result)
plt.close(f"{name}_extras")

_, axs = plt.subplots(2, 2, num=f"{name/_extras")
plot_extras(axs, uc, result)

# Return the bulk viscosity
return result.acint

O Note

When computing bulk viscosity, the include_zero_freq argument in the compute_spectrum func-
tion must be set to False, as the average pressure is nonzero. This ensures the DC component
is excluded from the spectrum. See the bulk viscosity theory section for more details.

def demo_production(npart: int = 3, ntraj: int = 100):

mmn

Perform the analysis of the production runs.

Parameters
npart

Number of parts in the production runs.

For the initial production runs, this is 1.
ntraj

Number of trajectories in the production runs.

Returns

eta_bulk
The estimated bulk viscosity.

# Load the configuration from the YAML file.

with open(DATA_ROOT / "replica_0000_part_00/info.yaml") as fh:
info = safe_load(fh)

# Load trajectory data.
thermos = []
p_isos = []
for itraj in range(ntraj):
thermos . append([])
p_isos.append([]1)
for ipart in range(npart):
prod_dir = DATA_ROOT / f"replica_{itraj:0ud}_part_{ipart:02d}/"
thermos[-1].append(np.loadtxt(prod_dir / "nve_thermo.txt"))
(continues on next page)
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# The average over columns 2, 3 and 4 of parts corresponds
# to the time-dependent isotropic pressure.
p_comps = np.loadtxt(prod_dir / "nve_pressure_blav.txt")
p_isos[-1].append(p_comps[:, 1:4].mean(axis=1))

thermos = [np.concatenate(parts).T for parts in thermos]

p_iso = [np.concatenate(parts) for parts in p_isos]

# Compute the average temperature
av_temperature = np.mean([thermo[1] for thermo in thermos])

# Compute the bulk viscosity
return estimate_bulk_viscosity(
f'"part{npart’",
p_iso,
av_temperature,
info["volume"],
info["timestep"] * info["block_size"],

eta_bulk_production = demo_production(3)

CUTOFF FREQUENCY SCAN cv21(125%)
neff criterion fcut [1/t*]

15.0 inf 5.03e-02 (No correlation time estimate available.)

16.0 inf 5.36e-02 (No correlation time estimate available.)

17.1 inf 5.71e-02 (No correlation time estimate available.)

18.2 inf 6.07e-02 (No correlation time estimate available.)

19.4 inf 6.46e-02 (No correlation time estimate available.)

20.7 inf 6.88e-02 (No correlation time estimate available.)

22.0 inf 7.33e-02 (No correlation time estimate available.)

23.5 inf 7.80e-02 (No correlation time estimate available.)

25.0 inf 8.30e-02 (No correlation time estimate available.)

26.7 inf 8.84e-02 (No correlation time estimate available.)

28.4 inf 9.41e-02 (No correlation time estimate available.)

30.3 inf 1.00e-01 (No correlation time estimate available.)

32.3 inf 1.07e-01 (opt: Hessian matrix has non-positive eigenvalues:
<evals=array([-1.73755917e-03, 4.17952194e-01, 2.58378537e+00]))

34.4 inf 1.13e-01 (opt: Hessian matrix has non-positive eigenvalues:
~evals=array([-1.33790325e-03, 4.17271199e-01, 2.58406670e+00]1))

36.7 inf 1.21e-01 (opt: Hessian matrix has non-positive eigenvalues:
~evals=array([-2.33922935e-04, 4.1652U612e-01, 2.58370931e+00]))

39.1 inf 1.29e-01 (Variance of the correlation time estimate is too large.)

41.e6 inf 1.37e-01 (Variance of the correlation time estimate is too large.)

44 .3 inf 1.46e-01 (Variance of the correlation time estimate is too large.)

47.2 inf 1.55e-01 (Variance of the correlation time estimate is too large.)

50.3 inf 1.65e-01 (Variance of the correlation time estimate is too large.)

53.6 inf 1.76e-01 (Variance of the correlation time estimate is too large.)

57.1 inf 1.87e-01 (Variance of the correlation time estimate is too large.)

60.8 inf 1.99e-01 (Variance of the correlation time estimate is too large.)

64.7 inf 2.12e-01 (Variance of the correlation time estimate is too large.)

68.9 inf 2.26e-01 (Variance of the correlation time estimate is too large.)

(continues on next page)
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73.4 inf 2.40e-01 (Variance of the correlation time estimate is too large.)
78.2 inf 2.56e-01 (Variance of the correlation time estimate is too large.)
83.3 inf 2.72e-01 (Variance of the correlation time estimate is too large.)
88.7 inf 2.90e-01 (Variance of the correlation time estimate is too large.)
oy.4 inf 3.08e-01 (Variance of the correlation time estimate is too large.)
100.5 inf 3.28e-01 (Variance of the correlation time estimate is too large.)
107.1 inf 3.U49e-01 (Variance of the correlation time estimate is too large.)
114.0 inf 3.72e-01 (Variance of the correlation time estimate is too large.)
121.4 inf 3.96e-01 (Variance of the correlation time estimate is too large.)
129.2 inf 4.22e-01 (Variance of the correlation time estimate is too large.)
137.6 inf 4.49e-01 (Variance of the correlation time estimate is too large.)
146.5 inf 4.78e-01 (Variance of the correlation time estimate is too large.)
156.0 3.6 5.09e-01
166.1 3.3 5.41e-01
176.8 2.9 5.76e-01
188.3 2.5 6.13e-01
200.4 2.0 6.53e-01
213.4 1.7 6.95e-01
227.2 1.6 7.40e-01
241.9 2.0 7.88e-01
257.5 2.8 8.38e-01
274.2 4.3 8.92e-01
291.9 6.6 9.50e-01
310.7 9.9 1.01e+00
330.8 14.3 1.08e+00
352.2 20.1 1.15e+00
374.9 27.6 1.22e+00
399.1 37.2 1.30e+00
424.9 49.2 1.38e+00
452.3 64.0 1.47e+00
481.5 82.1 1.57e+00
512.6 1e4.5 1.67e+00

Cutoff criterion exceeds incumbent + margin: 1.6 + 100.0.

INPUT TIME SERIES

Time step: 0.030 T*
Simulation time: 300.000 t*
Maximum degrees of freedom: 200.0

MAIN RESULTS
Autocorrelation integral: 1.191 + 0.021 n*
Integrated correlation time: 0.050 + 0.6001 T=*

SANITY CHECKS (weighted averages over cutoff grid)

Effective number of points: 214.6 (ideally > 60)
Regression cost Z-score: 0.1 (ideally < 2)
Cutoff criterion Z-score: 2.5 (ideally < 2)

MODEL lorentz(0.1) | CUTOFF CRITERION cv21(125%)
Number of parameters: 3
Average cutoff frequency: 6.99e-01 1/t*
Exponential correlation time: 0.504 + 0.040 T*

RECOMMENDED SIMULATION SETTINGS (EXPONENTIAL CORR. TIME)
(continues on next page)
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0.158 + 0.022 T*
31.694 = 0.316 T*

Block time:
Simulation time:

(continued from previous page)

Model lorentz(0.1)
Ny =1.191 + 0.021 n*

Texp = 0.504 + 0.040 T*
Tint = 0.050 + 0.001 T*
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Cutoff frequency [1/1*]

The cutoff criterion Z-score is relatively high, around 2.

Cutoff frequency [1/1*]

This suggests that the fits on the two

halves deviate more from each other than what would be expected from the uncertainty of the
spectrum. There are multiple potential explanations for this observation:

« One potential explanation is that the isotropic pressure fluctuations are not perfectly Gaus-

sian. This is expected for a Lennard-Jones fluid, as

expansion of the system will result in
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slightly lower restoring forces than compression. Such a slightly non-Gaussian distribution
of the pressure fluctuations can result in a distribution of spectral data that deviates from the
Gamma distribution employed by STACIE.

« Another potential cause is that there is not yet sufficient data to fix the cutoff frequency. This
can be addressed by generating more trajectory data, which will make it easier to determine
the suitable range of cutoff frequencies. We have not further expanded the production runs in
this example, to keep the computational cost low. Furthermore, as shown in the comparison
below, we already obtained a good agreement with the literature results and relatively small
uncertainties.

5.6.3 Comparison to Literature Results

Computational estimates of the bulk viscosity of a Lennard-Jones fluid can be found in [MLKO04b].
Since the simulation settings (r* . = 2.5, N = 1372, T* = 0.722 and p* = 0.8442) are identical to

t
those used in this notebook, théureported values should be directly comparable.

Method Simulation time [t*] Bulk viscosity [n,*] Reference
EMD NVE (STACIE) 10800 1.158 + 0.030 (here) extension 1
EMD NVE (STACIE) 30000 1.191 £ 0.021 (here) extension 2
EMD NVE (Helfand-Einstein) 300000 1.186 £ 0.084 [MLKO04b]

This comparison demonstrates that STACIE accurately reproduces bulk viscosity results while
achieving lower statistical uncertainty with significantly less data than existing methods.

Note that the results for only the initial NVE production run are not included because the sanity
checks indicated that the data was not sufficient.
5.6.4 Regression Tests

If you are experimenting with this notebook, you can ignore any exceptions below. The tests are
only meant to pass for the notebook in its original form.

if abs(eta_bulk_production - 1.195) > 0.1:
raise ValueError(f"wrong viscosity (production): {eta_bulk_production:.3e}/")

5.7 Thermal Conductivity of a Lennard-Jones Liquid Near
the Triple Point (LAMMPS)

This example shows how to derive the thermal conductivity using heat flux data from a LAMMPS
simulation. It uses the same production runs and conventions as in the Shear viscosity example.
The required theoretical background is explained the section Thermal Conductivity.

A Warning

A Lennard-Jones system only exhibits pairwise interactions, for which the LAMMPS command
compute/heat flux produces valid results. For systems with three- or higher-body interactions,
one cannot simply use the same command. Consult the theory section on thermal conductivity
for more background.
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©® Note

The results in this example were obtained using LAMMPS 29 Aug 2024 Update 3. Minor differ-
ences may arise when using a different version of LAMMPS, or even the same version compiled
with a different compiler.

5.7.1 Library Imports and Configuration

import os

import numpy as np

import matplotlib.pyplot as plt

import matplotlib as mpl

from path import Path

from yaml import safe_load

from stacie import (
UnitConfig,
compute_spectrum,
estimate_acint,
LorentzModel,
plot_fitted_spectrum,
plot_extras,

mpl.rc_file("matplotlibrc™)
%config InlineBackend.figure_formats = ["svg"]

# You normally do not need to change this path.
# It only needs to be overridden when building the documentation.
DATA_ROOT = Path(os.getenv("DATA_ROOT", "./")) / "lammps_1j3d/sims/"

5.7.2 Analysis of the Production Simulations

The function estimate_thermal_conductivity implements the analysis, assuming the data have been
read from the LAMMPS outputs and are passed as function arguments.

def estimate_thermal_conductivity(name, jcomps, av_temperature, volume, timestep):
# Create the spectrum of the heat flux fluctuations.
# Note that the Boltzmann constant is 1 in reduced LJ units.
uc = UnitConfig(
acint_fmt=".3f",
acint_symbol="«",
acint_unit_str="«*",
freq_unit_str="1/t*",
time_fmt=".3f",
time_unit_str="t*",

)

spectrum = compute_spectrum(
jcomps,
prefactors=1 / (volume * av_temperaturex=*2),
timestep=timestep,

)

(continues on next page)
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# Estimate the viscosity from the spectrum.
result = estimate_acint(spectrum, LorentzModel(), verbose=True, uc=uc)

# Plot some basic analysis figures.
plt.close(f"/name/_spectrum")

_, ax = plt.subplots(num=f"{name}_spectrum")
plot_fitted_spectrum(ax, uc, result)
plt.close(f"{name}_extras")

_, axs = plt.subplots(2, 2, num=f"{name/_extras")
plot_extras(axs, uc, result)

# Return the viscosity
return result.acint

The following cell implements the analysis of the production simulations.

p
def demo_production(npart: int = 3, ntraj: int = 100):

nnn

Perform the analysis of the production runs.

Parameters
npart

Number of parts in the production runs.

For the initial production runs, this is 1.
ntraj

Number of trajectories in the production runs.

Returns

kappa
The estimated thermal conductivity.

# Load the configuration from the YAML file.

with open(DATA_ROOT / "replica_0000_part_00/info.yaml") as fh:
info = safe_load(fh)

# Load trajectory data, without hardcoding the number of runs and parts.
thermos = []
heatfluxes = []
for itraj in range(ntraj):
thermos.append([]1)
heatfluxes.append([])
for ipart in range(npart):
prod_dir = DATA_ROOT / f'"replica_{itraj:oudd; _part_{ipart:02d}/"
thermos[-1].append(np.loadtxt(prod_dir / "nve_thermo.txt"))
heatfluxes[-1].append(np.loadtxt(prod_dir / "nve_heatflux_blav.txt"))
thermos = [np.concatenate(parts).T for parts in thermos]
heatfluxes = [np.concatenate(parts).T for parts in heatfluxes]

# Compute the average temperature.
av_temperature = np.mean([thermo[1].mean() for thermo in thermos])

# Compute the thermal conductivity.

(continues on next page)
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# Note that the last three columns are not used in the analysis.
# According to the LAMMPS documentation, the last three columns
# only contain the convective contribution to the heat flux.
# See https://docs.lammps.org/compute_heat_flux.html
jcomps = np.concatenate([heatflux[1:4] for heatflux in heatfluxes])
return estimate_thermal_conductivity(

f"part{npart}",

jcomps,

av_temperature,

info["volume"],

info["timestep"] * info["block_size"],

kappa_production = demo_production(3)

CUTOFF FREQUENCY SCAN cv21(125%)
neff criterion fcut [1/t*]

15.0 inf 4.71e-02 (Variance of the correlation time estimate is too large.)

15.9 inf 5.01e-02 (Variance of the correlation time estimate is too large.)

16.9 inf 5.34e-02 (Variance of the correlation time estimate is too large.)

18.0 inf 5.68e-02 (Variance of the correlation time estimate is too large.)

19.1 inf 6.05e-02 (opt: Hessian matrix has non-positive eigenvalues:
~evals=array([-6.75412020e-06, 4.U438U42256e-01, 2.55616450e+00]1))

20.3 inf 6.U44e-02 (opt: Hessian matrix has non-positive eigenvalues:
<evals=array([-3.50407301e-06, U.U3068635e-01, 2.55693U87e+00]))

21.6 inf 6.85e-02 (No correlation time estimate available.)

23.0 inf 7.30e-02 (No correlation time estimate available.)

24.4 inf 7.77e-02 (No correlation time estimate available.)

25.9 inf 8.27e-02 (No correlation time estimate available.)

27.6 inf 8.80e-02 (No correlation time estimate available.)

29.3 inf 9.37e-02 (No correlation time estimate available.)

31.2 inf 9.97e-02 (No correlation time estimate available.)

33.2 inf 1.06e-01 (No correlation time estimate available.)

35.3 inf 1.13e-01 (No correlation time estimate available.)

37.5 inf 1.20e-01 (No correlation time estimate available.)

39.9 inf 1.28e-01 (No correlation time estimate available.)

u2.4 inf 1.36e-01 (No correlation time estimate available.)

45.1 inf 1.45e-01 (opt: Hessian matrix has non-positive eigenvalues:
<evals=array([-1.00541799e-04, 4.38053694e-01, 2.56204685e+00]))

8.0 inf 1.54e-01 (opt: Hessian matrix has non-positive eigenvalues:
<evals=array([-1.17919538e-04, 4.37106550e-01, 2.56301137e+00]))

51.1 inf 1.64e-01 (opt: Hessian matrix has non-positive eigenvalues:
—evals=array([-9.50267075e-05, u.364u40U54e-01, 2.56365U57e+00]))

54.4 inf 1.75e-01 (Variance of the correlation time estimate is too large.)

57.8 inf 1.86e-01 (Variance of the correlation time estimate is too large.)

61.5 inf 1.98e-01 (Variance of the correlation time estimate is too large.)

65.5 inf 2.11e-01 (Variance of the correlation time estimate is too large.)

69.7 inf 2.25e-01 (Variance of the correlation time estimate is too large.)

4.1 inf 2.39e-01 (Variance of the correlation time estimate is too large.)

78.9 inf 2.55e-01 (Variance of the correlation time estimate is too large.)

83.9 inf 2.71e-01 (Variance of the correlation time estimate is too large.)

(continues on next page)

5.7. Thermal Conductivity of a Lennard-Jones Liquid Near the Triple Point (LAMMRSY




STACIE, Release 1.0

(continued from previous page)

89.3 inf 2.89e-01 (Variance of the correlation time estimate is too large.)
95.0 inf 3.07e-01 (Variance of the correlation time estimate is too large.)
101.1 inf 3.27e-01 (Variance of the correlation time estimate is too large.)
107.6 inf 3.U48e-01 (Variance of the correlation time estimate is too large.)
114.5 inf 3.70e-01 (Variance of the correlation time estimate is too large.)
121.9 inf 3.94e-01 (Variance of the correlation time estimate is too large.)
129.7 inf 4.20e-01 (Variance of the correlation time estimate is too large.)
138.0 inf 4.47e-01 (Variance of the correlation time estimate is too large.)
146.9 inf 4.76e-01 (Variance of the correlation time estimate is too large.)
156.3 inf 5.06e-01 (Variance of the correlation time estimate is too large.)
166.4 inf 5.39e-01 (Variance of the correlation time estimate is too large.)
177.1 inf 5.74e-01 (Variance of the correlation time estimate is too large.)
188.5 inf 6.11e-01 (Variance of the correlation time estimate is too large.)
200.6 inf 6.50e-01 (Variance of the correlation time estimate is too large.)
213.5 inf 6.92e-01 (Variance of the correlation time estimate is too large.)
227.2 inf 7.37e-01 (Variance of the correlation time estimate is too large.)
241.9 inf 7.84e-01 (Variance of the correlation time estimate is too large.)
257.4 inf 8.35e-01 (Variance of the correlation time estimate is too large.)
274.0 inf 8.89e-01 (Variance of the correlation time estimate is too large.)
291.6 -2.6 9.46e-01
310.4 -2.9 1.01e+00
330.4 -3.2 1.07e+00
351.7 -3.5 1.14e+00
374.3 -3.7 1.21e+00
398.4 -3.8 1.29e+00
424.1 -3.8 1.38e+00
u51.4 -3.8 1.47e+00
480.5 -3.8 1.56e+00
511.5 -4.0 1.66e+00
5u4.4 -4.6 1.77e+00
579.5 -5.7 1.88e+00
616.9 -6.9 2.00e+00
656.6 -8.0 2.13e+00
698.9 -8.5 2.27e+00
744.0 -8.3 2.42e+00
791.9 -7.4 2.57e+00
8u3.0 -6.1 2.74e+00
897.3 -4.8 2.91e+00
955.1 -3.4 3.10e+00
1016.7 -1.2 3.30e+00

Reached the maximum number of effective points (1000).

INPUT TIME SERIES

Time step: 0.030 T*
Simulation time: 300.000 T*
Maximum degrees of freedom: 600.0

MAIN RESULTS
Autocorrelation integral: 6.936 = 0.029 k*
Integrated correlation time: 0.107 + 0.000 tT*

SANITY CHECKS (weighted averages over cutoff grid)
Effective number of points: 702.7 (ideally > 60)
Regression cost Z-score: 2.2 (ideally < 2)
(continues on next page)
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Cutoff criterion Z-score: 1.7 (ideally < 2)

MODEL lorentz(@.1) | CUTOFF CRITERION cv21(125%)
Number of parameters: 3
Average cutoff frequency: 2.28e+00 1/t*
Exponential correlation time: 0.090 + 0.001 tT*

RECOMMENDED SIMULATION SETTINGS (EXPONENTIAL CORR. TIME)

Block time: 0.028 + 0.001 tT*
Simulation time: 5.625 = 0.012 T=*
Model lorentz(0.1) Texp = 0.090 £ 0.001 t*
K =6.936 +0.029 k* Tint = 0.107 + 0.000 t*
........................... . -1.0
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The exponential correlation time of the heat flux tensor fluctuations is five times shorter than
that of the pressure tensor fluctuations. This means that the thermal conductivity is a bit easier to
compute than the viscosity. Note that the selected block size is still compatible with this shorter
time scale.

Similarly to the bulk viscosity, the Z-scores are clearly positive. This could be for the same reasons
as in the bulk viscosity example. In addition, the block size of 0.03 t* is slightly larger than the
recommended 0.028 t*, meaning that the spectrum might be perturbed by (very) small aliasing
effects that could distort the fit.

5.7.3 Comparison to Literature Results

A detailed literature survey of computational estimates of the thermal conductivity of a Lennard-
Jones fluid can be found in [VSGO07b]. Viscardi also computes new estimates, one of which is
included in the table below. This value can be directly comparable to the current notebook, be-
cause the settings are identical (., = 2.5, N = 1372, T* = 0.722 and p* = 0.8442).

Method Simulation  time Thermal conductivity Reference
[t"] [*]

EMD NVE (STACIE) 3600 6.837 + 0.081 (here) initial

EMD NVE (STACIE) 10800 6.968 + 0.046 (here) extension
1

EMD NVE (STACIE) 30000 6.936 + 0.029 (here) extension
2

EMD NVE (Helfand- 600000 6.946 £ 0.12 [VSGO7b]

moment)

This small comparison confirms that STACIE can reproduce a well-known thermal conductivity
result, with small error bars, while using much less trajectory data than existing methods.
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5.7.4 Regression Tests

If you are experimenting with this notebook, you can ignore any exceptions below. The tests are
only meant to pass for the notebook in its original form.

if abs(kappa_production - 6.953) > 0.2:
raise ValueError(f"wrong thermal conductivity (production): {kappa_production:.3e}")

5.8 lonic Electrical Conductivity of Molten Sodium Chloride
at 1100 K (OpenMM)

A Warning

This example notebook is work in progress. There are still some issues with the MD results
obtained with OpenMM, which are discussed in the notebook.

This notebook shows how to post-process trajectories from OpenMM simulations to calculate
the ionic electrical conductivity. The OpenMM trajectories are converted to NPZ files within the
Jupyter Notebooks of the simulation, making the approach here easily adaptable to other codes
or physical systems. All OpenMM simulation notebooks can be found in the directory docs/data/
openmm_salt in STACIE’s source repository. The required theoretical background is explained the
Ionic Electrical Conductivity section.

The MD simulations are performed using the Born-Huggins-Mayer-Tosi-Fumi potential, which
is a popular choice for molten salts. [TF64] This potential does not use mixing rules and it is
not natively implemented in OpenMM, but it can be incorporated using the CustomNonbondedForce
and some creativity, see docs/data/openmm_salt/bhmft.py in the Git repository. The molten salt
was simulated with a 3D periodic box of 1728 ions (864 Na™ and 864 CI~). The time step in all
simulations was 5 fs.

Following the Recommendations for MD Simulations, an initial block size of 10 steps (50 fs) was
used. Because there is little prior knowledge on the structure of the spectrum, the exponential
polynomial model (ExpPoly) with degrees .S = {0, 1} was used initially, i.e. with P = 2 param-
eters. As explained in the section on block averages, 400P blocks were collected in the initial
production runs, amounting to 8000 steps (40 ps) of simulation time.

In total 100 NVE production runs were performed. For each run, the system was first equilibrated
in the NVT and later NPT ensemble. According to the section How to Prepare Sufficient Inputs for
STACIE?, 100 runs should be sufficient to obtain a relative error on the ionic conductivity of about
1%:

€ A ———— % 0.001

20PM

where P is the number of parameters in the model and M = 100X 3 is the number of independent
input sequences. (100 trajectories, 3 Cartesian components of the charge current per trajectory)

©® Note

The results in this example were obtained using OpenMM 8.2.0. Minor differences may arise
when using a different version of OpenMM, or even the same version compiled with a different
compiler.
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5.8.1 Library Imports and Configuration

-

C

import
import
import
import

os

numpy as np
matplotlib.pyplot as plt
matplotlib as mpl

from path import Path
import scipy.constants as sc
from scipy.stats import chi2
from stacie import (

)

from utils import plot_instantaneous_percentiles, plot_cumulative_temperature_histogram

ExpPolyModel,
PadeModel,
UnitConfig,
compute_spectrum,
estimate_acint,
plot_fitted_spectrum,
plot_extras,

.

mpl.rc_file("matplotlibrc™)

%config InlineBackend.figure_formats = ["svg"]

# You normally do not need to change this path.

# It only needs to be overridden when building the documentation.
DATA_ROOT = Path(os.getenv("DATA_ROOT", "./")) / "openmm_salt/output/"
.

5.8.2 Analysis of the NpT Equilibration Runs

To validate that the equilibration runs have reached to proper temperature distribution, the fol-
lowing cell implements a plot of the percentiles (over the 100 trajectories) of a thermodynamic
quantity (temperature or volume).

def plot_openmm_percentiles(

ensemble: str,

field: str,

unitstr: str,

unit: float = 1,
npart: int = 1,

ntraj: int = 100,
expected: None = None,

ymin: float | None = None,
ymax: float | None = None,
):
"""plot the temperature of the NpT equilibration runs."""
time = None
natom = None
sequences = []
time = None
for itraj in range(ntraj):
row = []
if itraj == 0:
time = []
for ipart in range(npart):
(continues on next page)
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(continued from previous page)

path_npz = DATA_ROOT / f"sim{itraj:oudd/_part{ipart:02d;/_{ensemble/_traj.npz"
if not path_npz.exists():
print(f"File {path_npz} not found, skipping.")
row = None
break
data = np.load(path_npz)
natom = len(datal["atnums"])
if itraj ==
time.append(datal["time"])
row.append(data[field])
if row is None:
continue
if itraj ==
time = np.concatenate(time)
row = np.concatenate(row)
sequences.append(row)
sequences = np.array(sequences)

percents = np.array([95, 80, 50, 20, 5]1)
if field == "temperature":
temp_d = 1100
ndof = 3 * natom - 3
expected = chi2.ppf(percents / 100, ndof) * temp_d / ndof
ymin = chi2.ppf(0.01, ndof) * temp_d / ndof
ymax = chi2.ppf(0.99, ndof) * temp_d / ndof
else:
expected = None
time_unit = le-12
num = f"percentiles_{field/_{/ensemble/"
plt.close(num)
_, ax = plt.subplots(num=num)
plot_instantaneous_percentiles(
ax,
time / time_unit,
sequences / unit,
percents,
None if expected is None else expected / unit,
ymin,
ymax,
)
ax.set_title(f"/field.title()} percentiles during the {ensemble.upper(); run")
ax.set_xlabel("Time [ps]")
ax.set_ylabel(f"{field.title()} [{unitstr;i]")

.

The following cell plots the temperature percentiles for the NVT and NPT equilibration runs.

plot_openmm_percentiles("nvt", "temperature", "K")
plot_openmm_percentiles("npt", "temperature", "K")
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Temperature percentiles during the NVT run
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The percentiles look good for the equilibration runs: they quickly reach their theoretical values
(black dotted lines) and then fluctuate around them. The following cell plots the temperature
percentiles for the initial NVE production runs.

[plot_openmm_percentiles(“ nve", "temperature", "K")
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Temperature percentiles during the NVE run
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This is clearly not the correct temperature distribution! There is a known problem with restart
files in the NVE ensemble in OpenMM. Due to a bug, it tends to lower the temperature of the sys-
tem. More details on this issue can be found here: https://github.com/openmm/openmm/issues/
4948

The following cell plots the percentiles of the volume (over the 100 trajectories), which we can
only use to validate that the volume distribution converges. However, we cannot trivially compare
these percentiles to an expected distribution.

[plot_openmm_percentiles(“npt", "volume", "nm$”3$", unit=le-27, expected="last")

Volume percentiles during the NPT run
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This plot is not completely satisfactory either, as it suggests that the volume fluctuations of the
100 runs exhibit synchronized fluctuations, while they should be independent. (They use different
random seeds for their MC Barostat.)

5.8.3 Reusable Code for the Analysis of the Production Runs

The analyze function takes a few parameters to apply the same analysis with STACIE to different
inputs (initial and extended production runs). After the analysis, it generates screen output and
figures as discussed in the minimal example.

g
BOLTZMANN_CONSTANT = sc.value("Boltzmann constant") # J/K

def analyze(model, npart: int = 1, ntraj: int = 100) -> float:
"""Analyze MD trajectories to compute the ionic conductivity.

Parameters

The model fitted to the spectrum.

The number of parts in the simulation to load.
The default value of 1 corresponds to only loading the initial production runs.

acint

The estimated ionic conductivity, mainly used for regression testing.
# Get the time step from the first NPZ file.
time = np.load(DATA_ROOT / "sim@OOO_part0O_nve_traj.npz")["time"]
timestep = time[1] - time[0]

def iter_sequences():
"""A generator that only loads one MD trajectory at a time in memory."""
for itraj in range(ntraj):
paths_npz = [
DATA_ROOT / f"sim{itraj:o0ud}_part{ipart:02d}_nve_traj.npz"
for ipart in range(npart)
]
if not all(path_npz.exists() for path_npz in paths_npz):
print(f"Some of {paths_npz} not found, skipping.")
continue
dipole = []
for path_npz in paths_npz:
data = np.load(path_npz)
dipole.append(datal["dipole”])
dipole = np.concatenate(dipole, axis=1)
data = np.load(paths_npz[0])
prefactor = 1.0 / (
data["volume"][0] * data["temperature"].mean() * BOLTZMANN_CONSTANT
)
# The finite difference is equivalent to a block-averaged charge current.
current = np.diff(dipole, axis=1) / timestep
yield prefactor, current

(continues on next page)
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# Configure units for output

uc = UnitConfig(
acint_symbol=r"\sigma",
acint_unit_str=r"S/m",
acint_fmt=".1f",
time_unit=1le-15,
time_unit_str="fs",
time_fmt=".3f",
freq_unit=1el2,
freq_unit_str="THz",

# Perform the analysis with STACIE

spectrum = compute_spectrum(
iter_sequences(),
timestep=timestep,
prefactors=None,
include_zero_freq=False,

)

result = estimate_acint(spectrum, model, verbose=True, uc=uc)

# Plot some basic analysis figures.

prefix = "conductivity"
plt.close(f"{prefix/_spectrum")

_, ax = plt.subplots(num=f"{prefix/_fitted")
plot_fitted_spectrum(ax, uc, result)
plt.close(f"{prefix‘_extras")

_, axs = plt.subplots(2, 2, num=f"{prefix;_extras")
plot_extras(axs, uc, result)

# Return the ionic conductivity.
return result.acint

(continued from previous page)

5.8.4 Analysis of the Initial Production Simulation

The following cell computes the ionic conductivity of the molten salt at 1100 K, from the initial

production runs (8000 steps each).

[conductivity_l_@l = analyze(ExpPolyModel([0, 11))

rCUTOFF FREQUENCY SCAN cv21(125%)
neff criterion fcut [THz]
10.0 -30.5 2.56e-01
10.7 -30.6 2.73e-01
11.4 -30.7 2.90e-01
12.2 -30.7 3.09e-01
13.0 -30.7 3.29e-01
13.8 -30.7 3.50e-01
14.8 -30.6 3.73e-01
15.8 -30.6 3.97e-01
16.8 -30.5 4.22e-01

(continues on next page)
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17.9 -30.4 4.50e-01
19.1 -30.2 4.79e-01
20.4 -29.9 5.09e-01
21.7 -29.4 5.42e-01
23.2 -28.8 5.77e-01
24.7 -28.2 6.14e-01
26.3 -27.7 6.54e-01
28.0 -27.5 6.96e-01
29.9 -27.5 7.4le-01
31.8 -27.8 7.89e-01
33.9 -28.1 8.U40e-01
36.1 -28.3 8.94e-01
38.5 -28.3 9.52e-01
41.0 -28.0 1.01e+00
u3.7 =27.5 1.08e+00
u6.5 -26.8 1.15e+00
49.6 -26.1 1.22e+00
52.8 -25.3 1.30e+00
56.2 -24.4 1.38e+00
59.9 -23.3 1.47e+00
63.8 -21.9 1.57e+00
67.9 -19.9 1.67e+00
72.4 -17.3 1.78e+00
77.1 -13.6 1.89e+00
82.1 -8.3 2.01e+00
87.4 -0.6 2.14e+00
93.1 10.8 2.28e+00
99.1 27.5 2.43e+00
105.5 52.4 2.59e+00
112.3 89.3 2.75e+00

Cutoff criterion exceeds incumbent + margin: -30.7 + 100.0.

INPUT TIME SERIES

Time step: 50.000 fs
Simulation time: 39950.000 fs
Maximum degrees of freedom: 600.0

MAIN RESULTS
Autocorrelation integral: 347.0 = 10.9 S/m
Integrated correlation time: 25.116 + 0.788 fs

SANITY CHECKS (weighted averages over cutoff grid)

Effective number of points: 15.6 (ideally > 40)
Regression cost Z-score: 0.1 (ideally < 2)
Cutoff criterion Z-score: -0.1 (ideally < 2)

MODEL exppoly(®, 1) | CUTOFF CRITERION cv21(125%)
Number of parameters: 2
Average cutoff frequency: 3.94e-01 THz

(continued from previous page)

.

/home/toon/univ/molmod/stacie/src/stacie/model.py:323: RuntimeWarning: overflow encountered_

~in exp
amplitudes_model = np.exp(np.dot(design_matrix, pars))
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Model exppoly(0, 1)
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The analysis of the initial production runs shows that the trajectories are not yet sufficient for a
reliable interpretation of the autocorrelation integrals:

+ Only 15 effective points are used for the fitting.

« The relative error is 3.1%, while higher than the coarse estimate of 0.9%, it is of the right

order of magnitude.

The extra plots reveal another reason for extending the MD simulations. The cutoff weight is
significant at the lowest cutoff frequency, suggesting that a finer grid with lower frequencies
could reveal new details. Hence, we extended the production runs by 8000 additional steps to
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refine the frequency grid, of which the results are discussed in the following subsection.

5.8.5 Analysis of the Extended Production Simulation (8000 + 8000 steps)

We simply call the same analyze() function, but now with npart=2, which loads the initial produc-

tion runs and their first extension.

[conductivity_z_el =

analyze(ExpPolyModel([0, 1]), npart=2)

CUTOFF FREQUENCY SCAN cv21(125%)

neff criterion fcut [THz]
10.0 -28.0 1.28e-01
10.7 =27.7 1.36e-01
11.4 -27.4 1.45e-01
12.2 -27.3 1.54e-01
13.0 -27.5 1.64e-01
13.8 -27.9 1.75e-01
14.8 -28.5 1.86e-01
15.8 -29.2 1.98e-01
16.8 -29.8 2.11e-01
17.9 -30.3 2.25e-01
19.1 -30.5 2.39e-01
20.4 -30.6 2.55e-01
21.7 -30.6 2.71e-01
23.2 -30.7 2.88e-01
24.7 -30.9 3.07e-01
26.3 -31.2 3.27e-01
28.0 -31.6 3.48e-01
29.9 -31.6 3.70e-01
31.8 -31.2 3.94e-01
33.9 -30.2 4.20e-01
36.1 -28.7 4.47e-01
38.5 -26.9 4.76e-01
41.0 -25.1 5.06e-01
43.7 -23.6 5.39%e-01
U6.5 -22.7 5.74e-01
49.6 -22.3 6.11e-01
52.8 -22.3 6.50e-01
56.2 -22.4 6.92e-01
59.9 -22.6 7.36e-01
63.8 -22.8 7.84e-01
67.9 -22.9 8.35e-01
72.4 -23.1 8.88e-01
77.1 -23.3 9.46e-01
82.1 -23.5 1.01e+00
87.4 -23.6 1.07e+00
93.1 -23.4 1.14e+00
99.1 -22.9 1.21e+00
105.5 -22.0 1.29e+00
112.3 -20.6 1.38e+00
119.6 -18.8 1.46e+00
127.4 -16.7 1.56e+00
135.6 -13.9 1.66e+00
144.4 -10.0 1.77e+00
(continues on next page)
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153.7 -4.1 1.88e+00
163.7 5.1 2.00e+00
174.3 19.1 2.13e+00
185.6 0.9 2.27e+00
197.6 4.1 2.4le+00

(continued from previous page)

Cutoff criterion exceeds incumbent + margin: -31.6 + 100.0.

INPUT TIME SERIES

Time step: 50.000 fs
Simulation time: 79950.000 fs
Maximum degrees of freedom: 600.0

MAIN RESULTS
Autocorrelation integral:
Integrated correlation time:

354.3 £ 8.0 S/m
25.671 = 0.576 fs

SANITY CHECKS (weighted averages over cutoff grid)

Effective number of points:
Regression cost Z-score:
Cutoff criterion Z-score:

25.7 (ideally > 40)
0.6 (ideally < 2)
-0.4 (ideally < 2)

MODEL exppoly(®, 1) | CUTOFF CRITERION cv21(125%)

Number of parameters:
Average cutoff frequency:

2
3.19e-01 THz

Model exppoly(0, 1)
0=354.3+8.05/m

Tint = 25.671 £ 0.576 fs
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The extended analysis shows that the results are starting to converge. However, the number of
fitted points is still only 26, which is relatively low. To get more robust results, we extended the
simulations once more. We added 184000 more steps, resulting in a simulation time of 1 ns for
each of the 100 trajectories.

5.8.6 Analysis of the Extended Production Simulation (8000 + 8000 +
184000 steps)

We simply call the same analyze() function, but now with npart=3, which loads the initial produc-
tion runs and their first and second extensions.

[conductivity_3_01 = analyze(ExpPolyModel([0, 1]), npart=3) ]

CUTOFF FREQUENCY SCAN cv21(125%)
neff criterion fcut [THz]

10.0 -27.0 1.02e-02
10.7 -27.1 1.09e-02
11.4 -27.3 1.16e-02
12.2 -27.4 1.23e-02
13.0 -27.5 1.31e-02
13.8 -27.6 1.40e-02
14.8 -27.8 1.49e-02
15.8 -27.9 1.58e-02
16.8 -28.0 1.69e-02
17.9 -28.0 1.80e-02
19.1 -28.0 1.91e-02
20.4 -28.1 2.04e-02
21.7 -28.2 2.17e-02
23.2 -28.4 2.31e-02
24.7 -28.5 2.45e-02

(continues on next page)
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(continued from previous page)

782.8 -11.2 7.64e-01
833.3 -11.5 8.13e-01
887.1 -11.7 8.65e-01
ouy .y -11.6 9.21e-01
1005.3 -11.0 9.81e-01
Reached the maximum number of effective points (1000).

INPUT TIME SERIES
Time step:
Simulation time:
Maximum degrees of freedom:

MAIN RESULTS
Autocorrelation integral:
Integrated correlation time:

50.000 fs
999950.000 fs
600.0

352.9 £ 3.7 S/m
25.451 + 0.264 fs

SANITY CHECKS (weighted averages over cutoff grid)

Effective number of points:
Regression cost Z-score:
Cutoff criterion Z-score:

165.4 (ideally > u40)
0.1 (ideally < 2)
-0.3 (ideally < 2)

MODEL exppoly(®, 1) | CUTOFF CRITERION cv21(125%)

Number of parameters: 2
Average cutoff frequency: 1.62e-01 THz
Model exppoly(0, 1)
0=3529+3.7S/m Tint = 25.451 £ 0.264 fs
e, - - 1.0
460 ——- 95% CI fitted model
95% CI sampling PSD
440 A
.ros
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= ° ‘e . .
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E ° . . . "(’ . L4 ° ®e o . ¢ " . 0.6 ‘.go
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134 Chapter 5. Worked Examples




STACIE, Release 1.0

360 A

340 A

cv2l(125%) weight
o
o
o1
o
0 (95% CI) [S/m]

100

Hessian Eigenvalues

.

1072 1071 100 1072 1071 10°
Cutoff frequency [THz] Cutoff frequency [THz]

The analysis of the full extended production runs leads to a modest improvement. However, the
utility of the first-order term of the model is questionable, given that the slope is nearly zero and
could go either way according to the confidence intervals of the model (green dashed curves).
Hence, we first test a constant (white noise) model to the first part of the spectrum:

[conductivity_3_0 = analyze(ExpPolyModel([0]), npart=3)

CUTOFF FREQUENCY SCAN cv21(125%)
neff criterion fcut [THz]

5.0 -2.5 5.36e-03
5.4 -2.4 5.71e-03
5.7 -2.4 6.07e-03
6.1 -2.3 6.47e-03
6.6 -2.2 6.88e-03
7.0 -2.1 7.33e-03
7.5 -2.1 7.80e-03
8.0 -2.2 8.30e-03
8.6 -2.3 8.84e-03
9.1 -2.4 9.4le-03
9.8 -2.5 1.00e-02
10.4 -2.6 1.07e-02
11.1 -2.7 1.13e-02
11.9 -2.7 1.21e-02
12.7 -2.8 1.29e-02
13.5 -2.8 1.37e-02
4.4 -2.9 1.46e-02
15.4 -2.9 1.55e-02
l6.4 -2.9 1.65e-02
17.5 -3.0 1.76e-02
18.7 -3.0 1.87e-02
19.9 -3.1 1.99e-02

(continues on next page)
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21.
22.
24,
25.
27.
29.
31.
33.
35.
37.
4oe.
2.
u5.
ug.
51.
55.
58.
62.
66.
70.
75.
80.
85.
91.
97.
103.
109.
117.
124.
132.
141.
150.
160.
170.
181.
193.
205.
219.
233.
248.
264.
281.
299.
319.
339.
361.
385.
1e9.
u36.
el .
uouy .1
Cutoff criterion

FwWwooOoONFPJOFEFFWRPROWOON EWNORPR OUNMOR OOWEREOOREFOONOUONRP I ENMRENMESIRODN

INPUT TIME SERIES

99.
exceeds incumbent + margin: -4.1 + 100.0.

ONPRFPFONOGOWMONNWNgOUVUOORRPEPPFPOOOOOWOUONWMONDWNOFEFWNOUOUOMNINNNNO0OOONN0WOWOREFENMNNMNDNEERE

8

EFEEFEEWWWWMMNMNMNMNMNMNMNMNREREPERRPRPRPPRPRPPRPRPRPREPRPPRERP OO0 OOOONOGCOOEEEWLWWLWWWWNONNMNMNDMNODN

.12e-02
.26e-02
.40e-02
.56e-02
.72e-02
.90e-02
.08e-02
.28e-02
.50e-02
.72e-02
.96e-02
.22e-02
.49e-02
.78e-02
.09e-02
.4le-02
.76e-02
.13e-02
.53e-02
.95e-02
.40e-02
.88e-02
.38e-02
.93e-02
.50e-02
.01le-01
.08e-01
.15e-01
.22e-01
.30e-01
.38e-01
.47e-01
.57e-01
.67e-01
.77e-01
.89e-01
.01le-01
.14e-01
.28e-01
.43e-01
.58e-01
.75e-01
.93e-01
.12e-01
.32e-01
.53e-01
.76e-01
.00e-01
.26e-01
.53e-01
4.

82e-01

(continued from previous page)
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Time step:
Simulation time:
Maximum degrees of freedom:

MAIN RESULTS
Autocorrelation integral:
Integrated correlation time:

Effective number of points:
Regression cost Z-score:
Cutoff criterion Z-score:

(continued from previous page)

50.000 fs
999950.000 fs
600.0

353.4 + 3.8 S/m
25.486 = 0.271 fs

SANITY CHECKS (weighted averages over cutoff grid)

100.0 (ideally > 20)
0.6 (ideally < 2)
-0.4 (ideally < 2)

MODEL exppoly(@) | CUTOFF CRITERION cv21(125%)

Number of parameters: 1
Average cutoff frequency: 9.80e-02 THz
Model exppoly(0)
0=353.4+£3.8S/m Tint = 25.486 £ 0.271 fs
- - -1.0
—== 95% CI fitted model
440 1 95% CI sampling PSD
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Another model to consider is the Pade model, not because we expect the ACF to decay expo-
nentially, but because it features well-behaved high-frequency limits, which can facilitate the
regression.

[conductivity_3_p = analyze(PadeModel([0, 2], [2]), npart=3)

CUTOFF FREQUENCY SCAN cv21(125%)

neff criterion fcut [THz]

15.0 inf 1.51e-02 (cv2l: Linear dependencies in basis. evals=array([1.
-.63889329e-06, 1.02817551e-03, 2.99897019e+00]1))

16.0 inf 1.61e-02 (cv2l: Linear dependencies in basis. evals=array([1.
<13716711e-06, 7.92211478e-04, 2.99920665e+00]))

17.1 inf 1.71e-02 (cv2l: Linear dependencies in basis. evals=array([7.
<86089625e-07, 6.12365220e-04, 2.99938685e+00]))

18.2 inf 1.82e-02 (cv2l: Linear dependencies in basis. evals=array([5.
~112866962e-07, U.75274695e-04, 2.99952U18e+00]))

19.4 inf 1.94e-02 (cv2l: Linear dependencies in basis. evals=array([3.
<'76196721e-07, 3.69469U27e-0U4, 2.99963015e+00]))

20.7 inf 2.06e-02 (cv2l: Linear dependencies in basis. evals=array([2.
<59666420e-07, 2.89088199e-0U, 2.99971065e+00]))

22.0 inf 2.20e-02 (cv2l: Linear dependencies in basis. evals=array([1.
.80689157e-07, 2.2759U4112e-04, 2.99977223e+00]))

23.5 inf 2.34e-02 (opt: Hessian matrix has non-positive eigenvalues:
<evals=array([-2.7427992Ue-05, U.30590654e-01, 2.569U3677e+00]))

25.0 -89.1 2.49e-02

26.7 -89.7 2.65e-02

28.4 -90.2 2.82e-02

30.3 -90.3 3.00e-02

32.3 -90.0 3.20e-02

34.4 -89.9 3.40e-02

36.7 -89.8 3.62e-02

(continues on next page)
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39.1 -89.7 3.86e-02
41.6 -89.4 4.11e-02
qg.3 -89.2 4.37e-02
7.2 -89.0 4.65e-02
50.3 -88.7 4.95e-02
53.6 -88.4 5.27e-02
57.1 -88.0 5.61e-02
60.8 -87.6 5.97e-02
64.7 -87.1 6.36e-02
68.9 -86.7 6.77e-02
73.4 -86.3 7.21e-02
78.2 -85.9 7.67e-02
83.3 -85.5 8.17e-02
88.7 -85.1 8.69e-02
ou.4 -84.7 9.25e-02
100.5 -84.2 9.85e-02
107.1 -83.7 1.05e-01
114.0 -83.3 1.12e-01
121.4 -82.9 1.19e-01
129.2 -82.5 1.26e-01
137.6 -82.1 1.35e-01
146.5 -81.6 1.43e-01
156.0 inf 1.53e-01
<evals=array([-1.5U4359370e-06,
166.1 inf 1.62e-01
<evals=array([-1.49142797e-06,
176.8 inf 1.73e-01
—evals=array([-2.91330612e-06,
188.3 inf 1.84e-01
—evals=array([-8.0253U4064e-06,
200.4 inf 1.96e-01
~evals=array([-1.49369521e-05,
213.4 inf 2.09e-01
<evals=array([-2.27159654e-05,
227.2 inf 2.22e-01
<evals=array([-2.871488075e-05,
241.9 inf 2.36e-01
—~evals=array([-U.0U863273e-05,
257.5 inf 2.52e-01
<evals=array([-U.33777791e-05,
274.2 inf 2.68e-01
<evals=array([-U.06989167e-05,
291.9 inf 2.85e-01
—~evals=array([-2.40531661e-05,
310.7 -102.2 3.03e-01
330.8 -102.7 3.23e-01
352.2 -103.3 3.44e-01
374.9 -103.9 3.66e-01
399.1 -104.4 3.90e-01
424.9 -104.9 4.15e-01
452.3 -105.3 4.41e-01
481.5 -105.7 4.70e-01
512.6 -105.8 5.00e-01
545.7 -105.9 5.32e-01

u.

u.

q.

il

u

4.

u.

4.

u

u.

4.

(opt: Hessian
41366618e-01,
(opt: Hessian
41582231e-01,
(opt: Hessian
141639799e-01,
(opt: Hessian

.141998992e-01,

(opt: Hessian

.42334093e-01,

(opt: Hessian
42747757e-01,
(opt: Hessian
43190437e-01,
(opt: Hessian
43778776e-01,
(opt: Hessian

.44331986e-01,

(opt: Hessian
44918800e-01,
(opt: Hessian
145570259e-01,

matrix has non-positive

2.55863493e+00]1))

matrix has non-positive

2.55841926e+00]))

matrix has non-positive

2.55836311e+00]))

matrix has non-positive

2.55800903e+00]))

matrix has non-positive

2.5576808Ue+00]))

matrix has non-positive

2.55727496e+00]1))

matrix has non-positive

2.55683831e+00]))

matrix has non-positive

2.55626171e+00]1))

matrix has non-positive

2.55571139e+00]))

matrix has non-positive

2.55512190e+00]))

matrix has non-positive

2.55445379e+00]1))

(continued from previous page)

eigenvalues:
eigenvalues:
eigenvalues:
eigenvalues:
eigenvalues:
eigenvalues:
eigenvalues:
eigenvalues:
eigenvalues:
eigenvalues:

eigenvalues:
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580.9 -105.9 5.67e-01
618.4 -105.8 6.03e-01
658.4 -105.9 6.42e-01
700.9 -106.2 6.84e-01
746.1 -106.8 7.28e-01
794.2 -107.5 7.75e-01
8u5.5 -108.0 8.25e-01
900.1 -108.2 8.78e-01
958.1 -107.9 9.35e-01
1020.0 -107.4 9.95e-01

Reached the maximum number of effective points (1000).

INPUT TIME SERIES

Time step: 50.000 fs
Simulation time: 999950.000 fs
Maximum degrees of freedom: 600.0

MAIN RESULTS
Autocorrelation integral: 349.9 + 1.3 S/m
Integrated correlation time: 25.232 + 0.091 fs

SANITY CHECKS (weighted averages over cutoff grid)

Effective number of points: 829.1 (ideally > 60)
Regression cost Z-score: -0.5 (ideally < 2)
Cutoff criterion Z-score: -0.1 (ideally < 2)

MODEL pade(®, 2; 2) | CUTOFF CRITERION cv21(125%)
Number of parameters: 3
Average cutoff frequency: 8.09e-01 THz

(continued from previous page)

Model pade(0, 2; 2)
0=349.9+1.3S/m

Tint = 25.232 £ 0.091 fs

650 9. i, 1.0
— == 95% CI fitted model
o .
600 - 95% CI sampling PSD
- 0.8
550 A
E -
& 500 - - 0.6 &
9 g
=] o0
£ 450 - £
E 0.4 =
<
400 A
350 A 0.2
3997 T T T T T T T T T - 0.0
0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00
Frequency [THz]
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This is indeed a successful regression, with 829 effective points for a three-parameter model. The
relative error estimate on the final result is 0.37%.

5.8.7 Density

To enable a proper comparison with the experimental and other simulation results, we also need to
estimate the density of the system. This is done by averaging the density over the NpT trajectories
from the production runs.

def estimate_density(ntraj: int = 100):
densities = []
molar_vols = []
masses = {11: 22.990, 17: 35.45} # g/mol
avogadro = 6.02214076e23 # 1/mol
for itraj in range(ntraj):
path_npz = DATA_ROOT / f"sim{itraj:o0ud}_parte0_npt_traj.npz"
if not path_npz.exists():
print(f"File {path_npz} not found, skipping.")
continue
data = np.load(path_npz)
mass = sum(masses[atnum] for atnum in data["atnums"]) / avogadro
volume = data["volume"] * 10%*x6 # from m*> to cm?®
densities.append(mass / volume)
molar_vols.append(2 * avogadro * volume / len(data["atnums"]) / 2)
density = np.mean(densities)
print(f"Mass density: {density:.3f} * {np.std(densities):.3f} g/cm*")
print(f"Molar volume: {np.mean(molar_vols):.u4f} = {np.std(molar_vols):.uUf} cm?*/mol")
return density

density = estimate_density()
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Mass density: 1.454 + 0.014 g/cm?
Molar volume: 20.1042 % 0.1977 cm?®*/mol

5.8.8 Comparison to Literature Results

Transport properties for this system are challenging to compute accurately. Consequently, simu-
lation results from the literature may exhibit some variation. While the results should be broadly
comparable to some extent, deviations may arise due to the differences in post-processing tech-
niques, and the absence of reported error bars in some studies. Furthermore, in [WSLY14] smaller
simulation cells were used (512 ions instead of 1728), which may also contribute to discrepancies.

In the table below, we included some more results obtained with STACIE than those discussed
above. We also computed the conductivity with the Pade model for all cases, which was a better
choice in retrospect.

Ensemble Simulated time [ns] Density [g/cm3] Conductivity [S/m] Reference

NpT+NVE 4 1.454 + 0.014 347 + 10.9 init expoly(0,1)
NpT+NVE 8 1.454 £ 0.014 354+ 8.0 ext1 expoly(0,1)
NpT+NVE 100 1.454 + 0.014 353 £ 3.7 ext2 expoly(0,1)
NpT+NVE 100 1.454 £ 0.014 353 + 3.8 ext2 expoly(0)
NpT+NVE 4 1.454 + 0.014 343 + 5.4 init pade(0, 2; 2)
NpT+NVE 8 1.454 + 0.014 346 + 3.7 ext1 pade(0, 2; 2)
NpT+NVE 100 1.454 £ 0.014 349+ 1.3 ext2 pade(0, 2; 2)
NpT+NVT 6 1.456 348 + 7 [WDZ+20]
NpT+NVT  >5 1.444 ~ 310 [WSLY14]
Experi- N.A. 1.542 + 0.006 366 + 3 [JDL+68] [BH61]
ment

The comparison shows that the results obtained with STACIE align reasonably well with the lit-
erature. In terms of statistical efficiency, STACIE achieves comparable or smaller error bars for
about the same simulation time. The deviation from experiment is attributed to the approxima-
tions in the NaCl potential. [WDZ+20]

Finally, this example also shows why transport properties can be difficult to compute. As more
data is collected, a more detailed spectrum is obtained. Simple models can struggle to explain the
increasing amount of information. When extending the total simulation time from 8 ns to 100 ns,
the effective number of points in the fit does not grow accordingly. As a result, the uncertainties
decrease rather slowly with increasing simulation time.

5.8.9 Technical Details of the Analysis of the Literature Data
References for the experimental data:

« Density [JDL+68]

« Ionic conductivity [JDL+68]

The following cell converts a molar ionic conductivity from the literature back to a conductivity.

def convert_molar_conductivity():
"""Convert a specific conductance to a conductivity."""
# Parameters taken from Wang 2020 (https://doti.org/10.1063/5.0023225)
# and immediately converted to SI units
molar_conductivity = 140 * le-4 # S m?*/mol
(continues on next page)
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(continued from previous page)

molar_conductivity_std = 3 * le-d # S m?/mol

density = 1.456 * 1le3 # kg/m*

molar_mass = (22.990 + 35.45) * le-3 # kg/mol
molar_volume = molar_mass / density # m?/mol
conductivity = molar_conductivity / molar_volume
conductivity_std = molar_conductivity_std / molar_volume
print("Conductivity [S/m]", conductivity)
print("Conductivity std [S/m]", conductivity_std)

convert_molar_conductivity()

L J

Conductivity [S/m] 3u8.8021902806297
Conductivity std [S/m] 7.47u4332648870638

5.8.10 Validation of the Production Runs

To further establish that our NVE runs together represent the NpT ensemble, the following two
cells perform additional validation checks.

« A plot of the conserved quantity of the separate NVE runs, to detect any drift.

« The distribution of the instantaneous temperature, which should match the desired NpT
distribution. For each individual NVE run and for the combined NVE runs, cumulative dis-
tributions are plotted. The function also plots the expected cumulative distribution of the
NpT ensemble.

(def plot_total_energy(npart: int = 3, ntraj: int = 100):
time = None
energies = []
for itraj in range(ntraj):
if itraj ==
time = []
energies_traj = []
for ipart in range(npart):
path_npz = DATA_ROOT / f"sim{itraj:0u4d’_part{ipart:02d;/_nve_traj.npz"
if not path_npz.exists():
print(f"File {path_npz} not found, skipping.")
continue
data = np.load(path_npz)
if itraj ==
time.append(datal["time"])
energies_traj.append(data["total_energy"])
if itraj == 0:
time = np.concatenate(time)
energies.append(np.concatenate(energies_traj))

num = "total_energy"
plt.close(num)
_, ax = plt.subplots(num=num)
for energies_traj in energies:
plt.plot(time, energies_traj)
plt.title("Total energy of the NVE production runs")
plt.xlabel("Time [ps]")

(continues on next page)
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(continued from previous page)
plt.ylabel("Total energy [kJ/mol]l")

plot_total_energy()

Total energy of the NVE production runs
-592500 A

-593000 -

-593500 A

-594000 A

-594500 A

-595000

Total energy [kJ/mol]

-595500

-596000

-596500 A

0.2 0.4 0.6 0.8 1.0 1.2
Time [ps] 1e-9

There is no noticeable drift in the total energy of the NVE runs. Apart from the usual (and ac-
ceptable) numerical noise, the total energy is conserved perfectly.

def plot_temperature_production(npart: int = 3, ntraj: int = 100):
"""Plot cumulative distributions of the instantaneous temperature."""
# Load the temperature data from the NVE production runs.
natom None
temps = []
for itraj in range(ntraj):

temps . append([]1)
for ipart in range(npart):
path_npz = DATA_ROOT / f"sim{itraj:oud}_part{ipart:02d}/_nve_traj.npz"
if not path_npz.exists():
print(f"File {path_npz} not found, skipping.")
continue
data = np.load(path_npz)
natom = len(data["atnums"])
temps[-1].append(data["temperature"])
temps = np.array([np.concatenate(t) for t in temps])

# Plot the instantaneous and desired temperature distribution.
plt.close("tempprod")

_, ax = plt.subplots(num="tempprod")

ndof = 3 * patom - 3

temp_d = 1100

plot_cumulative_temperature_histogram(ax, temps, temp_d, ndof, "K")

(continues on next page)
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(continued from previous page)

plot_temperature_production()
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Alas, as mentioned above, there is still a small mismatch between the obtained and expected NVT
temperature distributions. This notebook will be updated after OpenMM issue #4948 has been
resolved.

5.8.11 Regression Tests

If you are experimenting with this notebook, you can ignore any exceptions below. The tests are
only meant to pass for the notebook in its original form.

(if abs(conductivity_1_01 - 347) > 10:

raise ValueError(f"wrong conductivity (production): {conductivity_1_01:.0f}")
if abs(conductivity_2_01 - 354) > 8:

raise ValueError(f"wrong conductivity (production): {conductivity_2_01:.0f}")
if abs(conductivity_3_01 - 353) > 7:

raise ValueError(f"wrong conductivity (production): {conductivity_3_01:.0f}")
if abs(conductivity_3_0 - 353) > 5:

raise ValueError(f"wrong conductivity (production): {conductivity_3_0:.0f}")
if abs(conductivity_3_p - 349) > 3:

raise ValueError(f"wrong conductivity (production): {conductivity_3_p:.0f}")
if abs(density - 1.449) > 0.02:

raise ValueError(f"wrong density (production): {density:.3f}")

.

Some notebooks also use helper functions from the utits.py module.
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5.9 Utility Module for Plots Reused in Multiple Examples.

r

import matplotlib.pyplot as plt

import numpy as np

from numpy.typing import ArraylLike, NDArray
from scipy.stats import chi2

_all_ = (
"plot_instantaneous_percentiles",
"plot_cumulative_temperature_histogram",

def plot_instantaneous_percentiles(
ax: plt.Axes,
time: NDArray[float],
data: NDArray[float],
percents: Arraylike,
expected: ArraylLike | None = None,
ymin: float | None = None,

ymax: float | None = None,
):
"""plot time-dependent percentiles of a data set.
Parameters
ax
The axes to plot on.
time
The time points corresponding to the data.
data
The data to plot. It should be a 2D array with shape (nsample, nstep).
percents
The percentages for which to plot the percentiles.
expected
The expected values to plot as horizontal lines.
ymin
Y-axis lower limit.
ymax

Y-axis upper limit.
for percent, percentile in zip(percents, np.percentile(data, percents, axis=0)):
ax.plot(time, percentile, label=f"{percent} %")
if expected is not None:
for value in expected:
ax.axhline(value, color="black", linestyle=":")
ax.set_ylim(bottom=ymin, top=ymax)
ax.set_title("Percentiles during the equilibration run")
ax.legend()

def plot_cumulative_temperature_histogram(
ax: plt.Axes,

(continues on next page)
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(continued from previous page)

temps: NDArray[float],
temp_d: float,

ndof: int,
temp_unit_str: str,
nbin: int = 100,

"""Plot a cumulative histogram of the temperature.

Parameters

The axes to plot on.
temps
The temperature data to plot.
This is expected to be a 2D array with shape (ntraj, nstep).
Cumulative histograms of individual trajectories will be plotted,
together with the combined and theoretical cumulative histogram.
temp_d
The desired temperature for the theoretical cumulative histogram.
ndof
The number of degrees of freedom for the system.
temp_unit_str
A string representing the unit of temperature.
nbin
The number of bins for the histogram.
label = "Individual NVE"
quantiles = (np.arange(nbin) + 0.5) / nbin
for temp in temps:
temp.sort()
ax.plot(
np.quantile(temp, quantiles),
quantiles,
alpha=0.2,
color="CO",
label=1label,
)
label = "__nolegend__"
ax.plot(
np.quantile(temps, quantiles),
quantiles,
color="black",
label="Combined NVE",

)
temp_axis = np.linspace(np.min(temps), np.max(temps), 100)
ax.plot(
temp_axis,
chi2.cdf(temp_axis * ndof / temp_d, ndof),
color="C3",
ls=":",
Tw=4,
label="NVT exact",
)

ax.legend()

(continues on next page)
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(continued from previous page)
ax.set_title("Cumulative Distribution of the Instantaneous Temperature")

ax.set_xlabel(f"Temperature [{temp_unit_str/]")
ax.set_ylabel("Cumulative Probability")

In addition to the worked examples in STACIE’s documentation, we also recommend checking
out the AutoCorrelation Integral Drill (ACID) Test Set, with which we have validated STACIE’s
performance:

« ACID GitHub repository: https://github.com/molmod/acid
+ ACID Zenodo archive: https://doi.org/10.5281/zenodo.15722903
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CHAPTER /

Glossary
ACF
Autocorrelation function. A measure of the correlation of a signal with itself at different
time lags.
LAMMPS

Large-scale atomic/molecular massively parallel simulator. A software package for simulat-
ing molecular dynamics. See https://www.lammps.org/

MD
Molecular dynamics. A computational method used to simulate the physical movements of
atoms and molecules.

NpT
Isothermal-isobaric ensemble. A statistical ensemble that represents a system in thermal

equilibrium with a heat bath at constant temperature (T), pressure (p), and number of parti-
cles (N).

NVE
Microcanonical ensemble. A statistical ensemble that represents a closed system with fixed
energy (E), volume (V), and number of particles (N).

NVT
Canonical ensemble. A statistical ensemble that represents a system in thermal equilibrium
with a heat bath at constant temperature (T), volume (V), and number of particles (N).

Uncertainty
An estimate of the standard deviation of a result if the analysis would have been repeated
many times with independent inputs. This is also known as the standard error.

PSD
Power spectral density. A measure of the power of a signal as a function of frequency. The
Fourier transform of the autocorrelation function.
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CHAPTER 8

Development

This section contains some technical details about the development of STACIE.

8.1 Contributor Guide

This contributor guide is created with the following template: nayafia/contributing-
template.

First of all, thank you for considering contributing to STACIE! STACIE is being developed by
academics who also have many other responsibilities, and you are probably in a similar situation.
The purpose of this guide is to make efficient use of everyone’s time.

STACIE has already been used for production simulations, but we are always open to (suggestions
for) improvements that fit within the goals of STACIE. New worked examples that are not too
computationally demanding are also highly appreciated! Even simple things like correcting typos
or fixing minor mistakes are welcome.

This section does not document how to use of Git and GitHub, or how to develop software in
general. We assume that you already have the basic skills to contribute. Below are some links to
documentation for those who are not familiar with these technicalities yet.

8.1.1 Ground Rules

« We want everyone to have a positive experience with their (online) interactions related to
STACIE’s development. Our expectations for (online) communication are outlined in the
Code of Conduct.

« Except for minor corrections, we encourage you to open a GitHub issue before making
changes to the source code. A transparent discussion before making changes can save a
lot of time. Also if you have found a potential problem but are not sure how to fix it, we
encourage you to open an issue.

« When you contribute, you accept that your contributions will be distributed under the same
licenses that we currently use for source code and documentation.
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8.1.2 How to Report a Bug

Create a new issue (or find an existing one) and include the following information:
1. What version of STACIE, Python and NumPy are you using?
2. What operating system and processor architecture are you using?
3. What did you do?
4. What did you expect to see?
5. What did you see instead?

8.1.3 First-Time Contributors

If you have never contributed to an open source project before, you may find the following online
references helpful:

« http://makeapullrequest.com/
« http://www firsttimersonly.com/
« https://egghead.io/series/how-to-contribute-to-an-open-source-project-on-github

If something goes wrong in the process of creating a pull request, we’ll try to help out.

8.1.4 Contribution Workflow
Contributing to STACIE always involves the following steps:

1. Create an issue on GitHub to discuss your plans.

Fork the STACIE repository on GitHub.

Clone the original repository on your computer and add your fork as a second remote.
Install pre-commit.

Create a new branch. (Do not commit changes to the main branch.)

Make changes to the source code. New features must have unit tests and documentation.

N o DN

Make sure all the tests pass, the documentation builds without errors or warnings, and pre-
commit reports no problems.

8. Push your branch to your fork and Create a pull request on GitHub. In the pull request
message (not the title), mention which issue the pull request addresses.

9. Wait for your changes to be reviewed and handle all requests for improvements during the
review process.

10. If your change is accepted, it will be merged into the main branch and included in the next
release of STACIE.

8.2 Development Setup

8.2.1 Repository, Tests and Documentation Build

It is assumed that you have previously installed Python, Git, pre-commit and direnv. A local
installation for testing and development can be installed as follows:
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git clone git@github.com:molmod/stacie.git
cd stacie

pre-commit install

python -m venv venv

echo 'source venv/bin/activate' > .envrc
direnv allow

pip install -U pip

pip install -e .[docs,tests]

pytest -vv

cd docs

./compile_html.sh

./compile_pdf.sh

8.2.2 Documentation Live Preview

The documentation is created using Sphinx.

Edit the documentation Markdown files with a live preview by running the following command
in the root of the repository:

cd docs
./preview_html.sh

Keep this running. This will print a URL in the terminal that you open in your browser to preview

the documentation. Now you can edit the documentation and see the result as soon as you save
a file.

Please, use Semantic Line Breaks as it facilitates reviewing documentation changes.

8.3 Changelog

All notable changes to this project will be documented in this file.
The format is based on Keep a Changelog, and this project adheres to Effort-based Versioning.

8.3.1 Unreleased
8.3.2 1.0.0 - 2025-06-26
This is the first stable release of STACIE!

Changed

» Metadata and citation updates

8.3.3 1.0.0rc1 - 2025-06-25

This is the first release candidate of STACIE, with a final release expected very soon. The main
remaining issues are related to (back)linking of external resources in the documentation and
README files.
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8.4 How to Make a Release

8.4.1 Software packaging and deployment

« Mark the release in docs/changelog.md.
+ Make a new commit and tag it with vx.v.z.

« Trigger the PyPI GitHub Action: git push origin main --tags.

8.4.2 Documentation build and deployment

Take the following steps, starting from the root of the repository:

cd docs

./clean.sh

./compile_html.sh

cd ..

git checkout gh-pages

git rm -rf .

cp -r docs/build/html/* docs/build/html/.gitignore docs/build/html/.nojekyll .
git add .

git status

git commit —-—amend -m "Documentation update" -n
git push origin gh-pages ——force

git checkout main

8.5 Application Programming Interface

8.5.1 stacie package
Submodules

stacie.conditioning module

Cost function pre-conditioning.

class ConditionedCost(cost, par_scales, cost_scale)
Bases: object

A wrapper for the cost function taking care of pre-conditioning.

The goal of the pre-conditioner is to let the optimizer work with normalized parameters, and
to scale the cost function to a normalized range, such that all quantities are close to 1, even
if the spectra and the frequencies have very different orders of magnitude.

Parameters

e cost (Callable[[ndarray[tuple[Any, .. 0, dtype[float]], int],
list[ndarray[tuple[Any, ...], dtype[float]11])

e par_scales (ndarray[tuple[Any, ...], dtype[float]])

* cost_scale (float)
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cost: Callable[[ndarray[tuple[Any, ...], dtype[float]], int], list[ndarray[tuple[Any,
..1, dtype[float]]]]

cost_scale: float

from_reduced(pars)
Convert parameters from the reduced to the original space.

Parameters
pars (ndarray[tuple[Any, ...], dtype[float]]) — The parameters to convert, in the
reduced space.

Return type
ndarray[tuple[Any, .. .], dtype[ﬂoat]]

Returns
pars_orig — The parameters in the original space.

funcgrad(pars)
Compute the cost function and the gradient.

Parameters
pars (ndarray[tuple[Any, ...], dtype[float]]) — The parameters, in the reduced
space.

Return type
tuple[-Float, ndarray[tuple[Any, .. .], dtype[ﬂoat]]]

Returns
cost_reduced — The cost normalized function value.

hess(pars)
Compute the Hessian matrix of the cost function.

Return type
ndarray[tuple[Any, .. .], dtype[-Float]]
Parameters
pars (ndarray[tuple[Any, ...], dtypel[float]])
par_scales: ndarray[tuple[Any, ...], dtype[float]]

to_reduced(pars)
Convert parameters from the original to the reduced space.

Parameters

pars (ndarray[tuple[Any, ...], dtype[float]]) — The parameters to convert, in the
original space.

Return type
ndarray[tuple[Any, . .], dtype[-Float]]

8.5. Application Programming Interface 159


https://docs.python.org/3/library/collections.abc.html#collections.abc.Callable
https://numpy.org/doc/stable/reference/generated/numpy.ndarray.html#numpy.ndarray
https://docs.python.org/3/library/stdtypes.html#tuple
https://docs.python.org/3/library/typing.html#typing.Any
https://docs.python.org/3/library/constants.html#Ellipsis
https://numpy.org/doc/stable/reference/generated/numpy.dtype.html#numpy.dtype
https://docs.python.org/3/library/functions.html#float
https://docs.python.org/3/library/functions.html#int
https://docs.python.org/3/library/stdtypes.html#list
https://numpy.org/doc/stable/reference/generated/numpy.ndarray.html#numpy.ndarray
https://docs.python.org/3/library/stdtypes.html#tuple
https://docs.python.org/3/library/typing.html#typing.Any
https://docs.python.org/3/library/constants.html#Ellipsis
https://numpy.org/doc/stable/reference/generated/numpy.dtype.html#numpy.dtype
https://docs.python.org/3/library/functions.html#float
https://docs.python.org/3/library/functions.html#float
https://numpy.org/doc/stable/reference/generated/numpy.ndarray.html#numpy.ndarray
https://docs.python.org/3/library/stdtypes.html#tuple
https://docs.python.org/3/library/typing.html#typing.Any
https://docs.python.org/3/library/constants.html#Ellipsis
https://numpy.org/doc/stable/reference/generated/numpy.dtype.html#numpy.dtype
https://docs.python.org/3/library/functions.html#float
https://numpy.org/doc/stable/reference/generated/numpy.ndarray.html#numpy.ndarray
https://docs.python.org/3/library/stdtypes.html#tuple
https://docs.python.org/3/library/typing.html#typing.Any
https://docs.python.org/3/library/constants.html#Ellipsis
https://numpy.org/doc/stable/reference/generated/numpy.dtype.html#numpy.dtype
https://docs.python.org/3/library/functions.html#float
https://numpy.org/doc/stable/reference/generated/numpy.ndarray.html#numpy.ndarray
https://docs.python.org/3/library/stdtypes.html#tuple
https://docs.python.org/3/library/typing.html#typing.Any
https://docs.python.org/3/library/constants.html#Ellipsis
https://numpy.org/doc/stable/reference/generated/numpy.dtype.html#numpy.dtype
https://docs.python.org/3/library/functions.html#float
https://docs.python.org/3/library/stdtypes.html#tuple
https://docs.python.org/3/library/functions.html#float
https://numpy.org/doc/stable/reference/generated/numpy.ndarray.html#numpy.ndarray
https://docs.python.org/3/library/stdtypes.html#tuple
https://docs.python.org/3/library/typing.html#typing.Any
https://docs.python.org/3/library/constants.html#Ellipsis
https://numpy.org/doc/stable/reference/generated/numpy.dtype.html#numpy.dtype
https://docs.python.org/3/library/functions.html#float
https://numpy.org/doc/stable/reference/generated/numpy.ndarray.html#numpy.ndarray
https://docs.python.org/3/library/stdtypes.html#tuple
https://docs.python.org/3/library/typing.html#typing.Any
https://docs.python.org/3/library/constants.html#Ellipsis
https://numpy.org/doc/stable/reference/generated/numpy.dtype.html#numpy.dtype
https://docs.python.org/3/library/functions.html#float
https://numpy.org/doc/stable/reference/generated/numpy.ndarray.html#numpy.ndarray
https://docs.python.org/3/library/stdtypes.html#tuple
https://docs.python.org/3/library/typing.html#typing.Any
https://numpy.org/doc/stable/reference/generated/numpy.dtype.html#numpy.dtype
https://docs.python.org/3/library/functions.html#float
https://numpy.org/doc/stable/reference/generated/numpy.ndarray.html#numpy.ndarray
https://docs.python.org/3/library/stdtypes.html#tuple
https://docs.python.org/3/library/typing.html#typing.Any
https://docs.python.org/3/library/constants.html#Ellipsis
https://numpy.org/doc/stable/reference/generated/numpy.dtype.html#numpy.dtype
https://docs.python.org/3/library/functions.html#float
https://numpy.org/doc/stable/reference/generated/numpy.ndarray.html#numpy.ndarray
https://docs.python.org/3/library/stdtypes.html#tuple
https://docs.python.org/3/library/typing.html#typing.Any
https://docs.python.org/3/library/constants.html#Ellipsis
https://numpy.org/doc/stable/reference/generated/numpy.dtype.html#numpy.dtype
https://docs.python.org/3/library/functions.html#float
https://numpy.org/doc/stable/reference/generated/numpy.ndarray.html#numpy.ndarray
https://docs.python.org/3/library/stdtypes.html#tuple
https://docs.python.org/3/library/typing.html#typing.Any
https://docs.python.org/3/library/constants.html#Ellipsis
https://numpy.org/doc/stable/reference/generated/numpy.dtype.html#numpy.dtype
https://docs.python.org/3/library/functions.html#float

STACIE, Release 1.0

Returns
pars_reduced — The parameters in the reduced space.

stacie.cost module

Cost function to optimize models for the low-frequency part of the spectrum.

class LowFreqCost(freqs, ndofs, amplitudes, weights, model)
Bases: object

Cost function to fit a model to the low-frequency part of the spectrum.

Parameters
o freqs (ndarray[tuple[Any, ...], dtype[float]])
e ndofs (ndarray[tuple[Any, ...], dtypel[int]])
. amplitudes(ndarray[tuple[Any, ...], atype[float]])
o weights (ndarray[tuple[Any, ...], dtype[float]])

« model (SpectrumModel)

amplitudes: ndarray[tuplelAny, ...], dtypelfloat]]
The actual spectrum amplitudes at frequencies in self. fregs.

expected(pars)
Compute the expected value and variance of the cost function.

Parameters
pars (ndarray[tuple[Any, ...], dtype[float]]) — The model parameters. Vectoriza-
tion is not supported yet.

Return type
ndarray[tuple[Any,...],dtype[Float]]

Returns
expected, variance — The expected value and variance of the cost function.

freqs: ndarray[tuple[Any, ...], dtypelfloatl]
The frequencies for which the spectrum amplitudes are computed.

model: Spectrumlodel

The model to be fitted to the spectrum.
ndofs: ndarray[tuple[Any, ...], dtype[int]]

The number of independent contributions to each spectrum amplitude.
weights: ndarray[tuple[Any, ...]1, dtypel[float]]

The fitting weights for each grid point.

entropy_gamma(alpha, theta, * (Keyword-only parameters separator (PEP 3102)), deriv=0)
Compute the entropy of the Gamma distribution.
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Parameters
o alpha (ndarray[tuple[Any, ...], dtype[float]]) — The shape parameter.
* theta (ndarray[tuple[Any, ...], dtype[float]]) — The scale parameter.
o deriv (int) — The order of the derivatives toward theta to compute: 0, 1 or 2.

Returns
results — A list of results (function value and requested derivatives.) All elements
have the same shape as the alpha and theta arrays.

logpdf_gamma(x, alpha, theta, *, deriv=0)
Compute the logarithm of the probability density function of the Gamma distribu-

tion.
Parameters
* x (ndarray[tuple[Any, ...], dtype[float]]) — The argument of the PDF (random
variable). Array with shape (nfreq,).
« alpha (ndarray[tuple[Any, ...], dtype[float]]) — The shape parameter. Array with
shape (nfreq,).
* theta (ndarray[tuple[Any, ...], dtype[float]]) — The scale parameter. Array with
Shape (..., nfreq,).
o deriv (int) — The order of the derivatives toward theta to compute: 0, 1 or 2.
Returns
results — A list of results (function value and requested derivatives.) All elements
have the same shape as the theta array.

varlogp_gamma(alpha)

Compute the variance of the log-probability density function of the Gamma distribu-
tion.

Parameters
alpha (ndarray[tuple[Any, .. .], dtype[ﬂoat]]) — The Shape parameter.

Return type
ndarray[tuple[Any, .. .], dtype[ﬂoat]]

Returns
var — The variance of the log-probability density function. Array with shape
(alpha,).

stacie.cutoff module

Criteria for selecting the part of the spectrum to fit to.

class CV2LCriterion(”, fcut factor=1.25, log=False, cond=1000000.0, precondition=True,
regularize=True)

Bases: cutoffcriterion

Criterion based on the difference between fits to two halves of the spectrum.
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Parameters

o fcut_factor (float)

log (bool)

cond (float)
« precondition (bool)

« regularize (bool)

cond: float
The threshold for the condition number of the preconditioned covariance matrix.

Due to the preconditioning, the condition number should be close to 1.0. If not, the
linear dependence of the parameters is too strong, making the fit unreliable. In this
case, “inf” is returned as the criterion.

fcut_factor: float
The scale factor to apply to the cutoff frequency.

If 1.0, the same part of the spectrum is used as in the full non-linear regression. By
using a larger value, the default, the criterion also tests whether the fitted parameters
can (somewhat) extrapolate to larger frequencies, which reduces the risk of underfitting.
This results in less bias on the autocorrelation integral, but slightly larger variance.

log: bool
Whether to fit a linearized model to the logarithm of the spectrum.

property name: str
The name of the criterion.

precondition: bool

Whether to precondition the covariance eigendecomposition.
This option is only disabled for testing. Always leave it enabled in production.

regularize: bool

Whether to regularize the linear regression.

This option is only disabled for testing. Always leave it enabled in production. It will
only have an impact on very ill-conditioned fits.

class CutoffCriterion
Bases: object

Base class for cutoff criteria.

Subclasses should implement the __call__ method.

property name: str
The name of the criterion.

linear_weighted_regression(dm, ev,\vs,lc=IJone,ridge=01D
Perform a linear regression with multiple weight vectors.

This is a helper function for cv2l_criterion.
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Parameters

o dm (ndarray[tuple[Any, ...], dtype[float]]) — The design matrix. Shape (neq,
npar), where neq is the number of equations and npar is the number of param-
eters.

o ev (ndarray[tuple[Any, ...], dtype[float]]) — The expected values, with standard
normal measurement errors. Shape (neq,).

o ws (ndarray[tuple[Any, ...], dtype[float]]) — A set of weight vectors for the rows
of dm (equations). Shape (nw, neq), where nw is the number of weight vectors.

* lc (ndarray[tuple[Any, ...], dtype[float]] | None) — Linear combinations of solu-
tions for different weights to be computed. Shape (nlc, nw), where nlc is the
number of linear combinations. If None, the identity matrix is used with shape
Cnw, nw).

« ridge (float)

Return type
tuple[ndarray[tuple[Any, .. .], dtype[-Float]], ndarray[tuple[Any, .. .], dtype[-Float]]]

Returns
+ xs — The regression coefficients for each weight vector. Shape (nw, npar).

+ c¢s — The covariance matrices for each combination of weight vector. Shape (nw,
npar, nw, npar).

switch_func(x, cutoff, exponent)
Evaluate the switching function at a given points x.

Return type
ndarray[tuple[Any, .. .], dtype[ﬂoat]]
Parameters
e x (ndarray[tuple[Any, ...], dtypelfloat]])

o cutoff (float)

« exponent (float)

stacie.estimate module

Algorithm to estimate the autocorrelation integral.

class Result(spectrum, model, cutoff_criterion, props, history)
Bases: object

Container class holding all the results of the autocorrelation integral estimate.

Parameters

e spectrum (Spectrum)

« model (SpectrumModel)
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* cutoff_criterion (CutoffCriterion)
e props (dict[str])
e history (list[dict[str]])

property acint: float
The autocorrelation integral.

property acint_std: float

The uncertainty of the autocorrelation integral.
property corrtime_exp: float

The exponential correlation time.
property corrtime_exp_std: float

The uncertainty of the exponential correlation time.
property corrtime_int: float

The integrated correlation time.
property corrtime_int_std: float

The uncertainty of the integrated correlation time.
cutoff_criterion: CutoffCriterion

The criterion used to select or weight cutoff frequencies.
property fcut: int

The weighted average of the cutoff frequency.
history: list[dict[str]]

History of the cutoff optimization.

Each item is a dictionary returned by fit_model_spectrum(), containing the intermediate
results of the fitting process. They are sorted from low to high cutoff frequency.

model: SpectrumModel

The model used to fit the low-frequency part of the spectrum.
property ncut: int

The number of points where the fitting weight is larger than 1/1000.
property neff: int

The weighted average of the effective number of frequencies used in the fit.
props: dict[str]

The properties marginalized over the ensemble of cutoff frequencies.

Properties of this class derive their results from information in this dictionary. See doc-
string of Fit_model_spectrum() for details.
spectrum: Spectrum
The input spectrum from which the autocorrelation integral is estimated.
estimate_acint(spectrum, model, *, neff_min=None, neff max=1000, fcut_min=None,

feut_max=None, fcut_spacing=0.5, switch_exponent=8.0, cutoff_criterion=None,
rng=None, nonlinear_budget=100, criterion_high=100, verbose=False, uc=None)

Estimate the integral of the autocorrelation function.

It is recommended to leave the keyword arguments to their default values, except for method-
ological testing.
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This function fits a model to the low-frequency portion of the spectrum and derives an es-
timate of the autocorrelation (and its uncertainty) from the fit. It repeats this for a range
of cutoff frequencies on a logarithmic grid. Finally, an ensemble average over all cutoffs is
computed, by using -np.log of the cutoff criterion as weight.

The cutoff frequency grid is logarithmically spaced, with the ratio between two successive
cutoff frequencies given by

S
Sk

where 8sp is fcut_spacing and f is switch_exponent.

= exp(gqy/h)

Parameters

« spectrum (Spectrum) — The power spectrum and related metadata, used as inputs
for the estimation of the autocorrelation integral. This object can be prepared
with the function: stacie.spectrum.compute_spectrum().

* model (Spectrumtodel) — The model used to fit the low-frequency part of the
spectrum.

o neff_min (int | None) — The minimum effective number of frequency data points
to include in the fit. (The effective number of points is the sum of weights in
the smooth cutoff.) If not provided, this is set to 5 times the number of model
parameters as a default.

« neff_max (int | None) — The maximum number of effective points to include in the
fit. This parameter limits the total computational cost. Set to None to disable
this stopping criterion.

o fcut_min (float | None) — The minimum cutoff frequency to use. If given, this
parameter can only increase the minimal cutoff derived from neff_min.

o fcut_max (float | None) — If given, cutoffs beyond this maximum are not consid-
ered.

« fcut_spacing (float) — Dimensionless parameter that controls the spacing be-
tween cutoffs in the grid.

« switch_exponent (float) — Controls the sharpness of the cutoff. Lower values
lead to a smoother cutoff, and require fewer cutoff grid points. Higher values
sharpen the cutoff, reveal more details, but a finer cutoff grid.

* cutoff_criterion (CutoffCriterion | None) — The criterion function that is mini-
mized to find the best cutoff frequency and, consequently, the optimal number
of points included in the fit. If not given, the default is an instance of stacie.
cutoff.CV2LCriterion.

« rng (Generator | None) — A random number generator for sampling guesses of the
nonlinear parameters. If not provided, np.random.default_rng(42) is used. The
seed is fixed by default for reproducibility.

* nonlinear_budget (int) — The number of samples used for the nonlinear param-
eters, calculated as nonlinear_budget ** num_nonlinear.

« criterion_high (float) — An high increase in the cutoff criterion value, used to
terminate the search for the cutoff frequency.

+ verbose (bool) — Set this to True to print progress information of the frequency
cutoff search to the standard output.
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« uc (UnitConfig | None) — Unit configuration object used to format the screen out-
put. If not provided, the default unit configuration is used. See stacie.utils.
UnitConfig for details. This only affects the screen output (if any) and not the
results!

Return type
Result

Returns
result — The inputs, intermediate results and outputs or the algorithm.

fit_model_spectrum(spectrum, model, fcut, switch_exponent, cutoff_criterion, rng,

nonlinear_budget)

Optimize the parameter of a model for a given spectrum and cutoff frequency.

Parameters

« spectrum (Spectrum) — The spectrum object containing the input data.
« model (Spectrumiodel) — The model to be fitted to the spectrum.

+ fcut (float) — The cutoff frequency (in frequency units) used to construct the
weights.

« switch_exponent (float) — Controls the sharpness of the cutoff. Lower values
lead to a smoother cutoff. Higher values sharpen the cutoff.

* cutoff_criterion (CutoffCriterion) — The criterion function that is minimized to
find the optimal cutoff (and thus determine the number of points to include in

the fit).

o rng (Generator) — A random number generator for sampling guesses of the non-
linear parameters.

* nonlinear_budget (int) — The number of samples to use for the nonlinear param-
eters is nonlinear_budget ** num_nonlinear

Return type
dict[str, ndarray[tuple[Any, .. .], dtype[TypeVar(_ScalarT, bound= generic)]] | -Float]

Returns
props — A dictionary containing various intermediate results of the cost function
calculation, computed for the optimized parameters. See Notes for details.

Notes

The returned dictionary contains the following items if the fit succeeds:

acint: estimate of the autocorrelation integral

acint_var: variance of the estimate of the autocorrelation integral
acint_std: standard error of the estimate of the autocorrelation integral
cost_value: cost function value

cost_grad: cost Gradient vector (if deriv=1)

cost_hess: cost Hessian matrix (if deriv==2)

cost_hess_scales: Hessian rescaling vector, see robust_posinv.
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+ cost_hess_rescaled_evals: Rescaled Hessian eigenvalues
« cost_hess_rescaled_evecs: Rescaled hessian eigenvectors
« cost_expected: expected value of the cost function

« cost_var: expected variance of the cost function

+ cost_zscore: z-score of the cost function

« switch_exponent: exponent used to construct the cutoff

« criterion: value of the criterion whose minimizer determines the frequency cutoff
+ criterion_expected: expected value of the criterion

« criterion_var: expected variance of the criterion

e criterion_zscore: z-score of the criterion

« 1l log likelihood

« pars_init: initial guess of the parameters

« pars: optimized parameters

« pars_covar: covariance matrix of the parameters

If the model can derive the exponential correlation time, The following properties are also
included:

« corrtime_exp: exponential correlation time, the slowest time scale in the sequences
« corrtime_exp_var: variance of the estimated exponential correlation time

« corrtime_exp_std: standard error of the estimated exponential correlation time

exp_simulation_time: recommended simulation time based on the exponential correlation
time

exp_block_time: recommended block time based on the exponential correlation time
The ExpPolyModel has the following additional properties:

+ log_acint: the logarithm of the autocorrelation integral

+ log_acint_var: variance of the logarithm of the autocorrelation integral

+ log_acint_std: standard error of the logarithm of the autocorrelation integral
If the fit fails, the following properties are set:

« criterion: infinity

* msg: error message

summarize_results(res, uc=None)
Return a string summarizing the Result object.

Parameters

o res (Result | list[Result])

e uc (UnitConfig | None)
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stacie.model module

Models to fit the low-frequency part of the spectrum.

class ExpPolyModel(degTees)
Bases: spectrumiodel

Exponential function of a linear combination of simple monomials.

Parameters
degrees (ndarray[tuple[Any, ...], dtype[int]])

bounds()
Return parameter bounds for the optimizer.

Return type
list[tuple[float, float]]

compute(fregs, pars, *, deriv=0)
See SpectrumModel . compute().

Return type
list[ndarray[tuple[Any, ...], dtype[float]]]
Parameters
o freqs (ndarray[tuple[Any, ...], dtype[float]])

e pars (ndarray[tuple[Any, ...]1, dtype[float]])

o deriv (int)

degrees: ndarray[tuple[Any, ...]1, dtypelint]]
The degree of the monomials.
derive_props(pars, covar)
Return autocorrelation integral (and other properties) derived from the parame-

ters.
Return type
dict[str,ndarray[tuple[Any,...],dtype[Float]]]
Parameters
o pars (ndarray[tuple[Any, ...], dtype[float]])
e covar (ndarray[tuple[Any, ...], dtypel[float]])

get_par_nonlinear()

Return a boolean mask for the nonlinear parameters.
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Return type
ndarray[tuple[Any,...],dtype[bool]]

property name
property npar
Return the number of parameters.

property par_scales: ndarray[tuple[Any, ...]1, dtypelfloat]]
Return the scales of the parameters and the cost function.

solve_linear(fregs, ndofs, amplitudes, weights, nonlinear_pars)
Use linear linear regression to solve a subset of the parameters.

This is a specialized implementation that rewrites the problem in a different form to
solve all parameters with a linear regression.

Return type
ndarray[tuple[Any,...],dtype[Float]]

Parameters
. Freqs(ndarray[tuple[Any, ...], dtype[float]])
e ndofs (ndarray[tuple[Any, ...], dtype[float]])
o amplitudes (ndarray[tuple[Any, ...], dtype[float]])
o weights (ndarray[tuple[Any, ...], dtype[float]])

. nonlinear_pars(ndarray[tuple[Any, . 0, dtype[float]])

class LorentzModel(relerr threshold=0.1)
Bases: padeliodel

A model for the spectrum with a Lorentzian peak at zero frequency plus some white noise.

This is a special case of the PadeModel with numer_degrees = [0, 2] and denom_degrees = [2].
Furthermore, it will only accept parameters that correspond to a well-defined exponential
correlation time.

Parameters
relerr_threshold (float)

denom_degrees: ndarray[tuple[Any, ...], dtypelint]]
The degrees of the monomials in the denominator.

Note that the leading term is always 1, and there is no need to include degree zero.
derive_props(pars, covar)
Return autocorrelation integral (and other properties) derived from the parameters.

The exponential correlation time is derived from the parameters, if possible. If not, or if
the variance of the estimate is too large, the “criterion” is set to infinity and the “msg”
is set accordingly, to discard the current fit from the average over the cutoff frequen-
cies.
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Return type
dict[str, ndarray[tuple[Any, ...], dtype[float]]]
Parameters
e pars (ndarray[tuple[Any, ...], dtype[float]])
o covar (ndarray[tuple[Any, ...], dtype[float]])

property name
numer_degrees: ndarray[tuple[Any, ...], dtype[int]]
The degrees of the monomials in the numerator.

relerr_threshold: float
A threshold for the relative error on the exponential correlation time.

The relative error is defined as ratio of the standard deviation to the mean of the corre-
lation time.

To accept the current cutoff frequency, the relative error must be below this threshold.
This eliminates high-variance cases for which the maximum a posteriori estimate tends
to be a poor approximation.

class PadeModel(numer_degrees, denom_degrees)
Bases: spectrumiodel

A rational function model for the spectrum, a.k.a. a Padé approximation.

Parameters
o numer_degrees (ndarray[tuple[Any, ...], dtype[int]])
. denom_degrees(ndarray[tuple[Any, ...]1, dtypelint]])
bounds()

Return parameter bounds for the optimizer.

Return type
list[tuple[float, float]]

compute(fregs, pars, *, deriv=0)
See SpectrumModel. compute().

Return type
list[ndarray[tuple[Any, ...], dtype[float]]]
Parameters
o freqs (ndarray[tuple[Any, ...], dtypel[float]])

o pars (ndarray[tuple[Any, ...], dtype[float]])

o deriv (int)
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denom_degrees: ndarray[tuple[Any, ...]1, dtypelint]]
The degrees of the monomials in the denominator.

Note that the leading term is always 1, and there is no need to include degree zero.
derive_props(pars, covar)
Return autocorrelation integral (and other properties) derived from the parame-

ters.
Return type
dict[str, ndarray[tuple[Any, ...], dtype[float]]]
Parameters
e pars (ndarray[tuple[Any, ...], dtype[float]])
. covar(ndarray[tuple[Any, .0, dtype[float]])

get_par_nonlinear()

Return a boolean mask for the nonlinear parameters.

Return type
ndarray[tuple[Any,...],dtype[bool]]

property name
property npar
Return the number of parameters.
numer_degrees: ndarray[tuple[Any, ...], dtypelint]]
The degrees of the monomials in the numerator.
property par_scales: ndarray[tuple[Any, ...], dtype[float]]
Return the scales of the parameters and the cost function.
solve_linear(freqgs, ndofs, amplitudes, weights, nonlinear_pars)
Use linear linear regression to solve a subset of the parameters.

This is a specialized implementation that rewrites the problem in a different form to
solve all parameters with a linear regression.

Return type
ndarray[tuple[Any, ...], dtype[float]]
Parameters
o freqs (ndarray[tuple[Any, ...], dtype[float]])
. ndofs(ndarray[tuple[Any, ., dtype[float]])
o amplitudes (ndarray[tuple[Any, ...], dtype[float]])
e weights (ndarray[tuple[Any, ...], dtype[float]])
e nonlinear_pars (ndarray[tuple[Any, ...], dtype[float]])
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class SpectrumModel
Bases: object

Abstract base class for spectrum models.
Subclasses must override all methods that raise NotImplementedError.

The first parameter must have a property that is used when constructing an initial guess:
When the first parameter increases, the model should increase everywhere, and must allow
for an arbitrary increase of the spectrum at all points. This is used to repair initial guesses
that result in a partially negative spectrum.

bounds()
Return parameter bounds for the optimizer.

Return type
list [tuple [ﬂoat, ﬂoat]]

compute(fregs, pars, *, deriv=0)
Compute the amplitudes of the spectrum model.

Parameters

« freqs (ndarray[tuple[Any, ...], dtype[float]]) — The frequencies for which the
model spectrum amplitudes are computed.

« pars (ndarray[tuple[Any, ...], dtype[float]]) — The parameter vector. For vec-
torized calculations, the last axis corresponds to the parameter index.

o deriv (int) — The maximum order of derivatives to compute: 0, 1 or 2.

Return type
list[ndarray[tuple[Any, ...], dtype[float]]]

Returns

results — A results list, index corresponds to order of derivative. The shape of
the arrays in the results list is as follows:

« For deriv=0, the Shape is (xvec_shape, len(freqgs)).
« For deriv=1, the shape is (xvec_shape, len(pars), len(freqgs)).
« For deriv=2, the Shape is (xvec_shape, len(pars), len(pars), len(freqgs))

If some derivatives are independent of the parameters, broadcasting rules may
be used to reduce the memory footprint. This means that vec_shape may be
replaced by a tuple of ones with the same length.

configure_scales(timestep, freqs, amplitudes)
Store essential scale information in the scales attribute.

Other methods may access this information, so this method should be called before
performing any computations.
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Return type
ndarray[tuple[Any, .. .], dtype[-Float]]

Parameters
« timestep (float)
o freqs (ndarray[tuple[Any, ...], dtypel[float]])
o amplitudes (ndarray[tuple[Any, ...], dtype[float]])

derive_props(pars, covar)

Return autocorrelation integral (and other properties) derived from the parame-
ters.

Parameters

e pars (ndarray[tuple [Any, .. .], dtype [Float]]) — The parameters.

o covar (ndarray[tuple[Any, ...], dtype[float]]) — The covariance matrix of the
parameters.

Return type
dict[str, ndarray[tuple[Any, ...], dtype[float]]]
Returns

props — A dictionary with additional properties, whose calculation requires
model-specific knowledge.

get_par_nonlinear()
Return a boolean mask for the nonlinear parameters.

The returned parameters cannot be solved with the solve_linear method. Models are
free to decide which parameters can be solved with linear regression. For example,

some non-linear parameters may be solved with a linear regression after rewriting the
regression problem in a different form.

Return type
ndarray[tuple[Any, .. .], dtype[bool]]

property name

neglog_prior(pars, *, deriv=0)
Minus logarithm of the prior probability density function, if any.

Subclasses may implement (a very weak) prior, if any.

Return type
list[ndarray[tuple[Any, ...], dtype[float]]]
Parameters
e pars (ndarray[tuple[Any, ...], dtype[float]])

o deriv (int)
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property npar
Return the number of parameters.

property par_scales: ndarray[tuple[Any, ...], dtype[float]]
Return the scales of the parameters and the cost function.

sample_nonlinear_pars(rng, budget)
Return samples of the nonlinear parameters.

Parameters

« rng (Generator) — The random number generator.
+ budget (int) — The number of samples to generate.

« freqs — The frequencies for which the model spectrum amplitudes are com-
puted.

« par_scales — The scales of the parameters and the cost function.

Return type
ndarray[tuple[Any, ...], dtype[float]]

Returns
samples — The samples of the nonlinear parameters, array with shape (budget,
num_nonlinear), where num_nonlinear is the number of nonlinear parameters.

scales: dict[str, float]

A dictionary with essential scale information for the parameters and the cost function.
solve_linear(fregs, ndofs, amplitudes, weights, nonlinear_pars)

Use linear linear regression to solve a subset of the parameters.

The default implementation in the base class assumes that the linear parame-
ters are genuinely linear without rewriting the regression problem in a different

form.
Parameters
« freqs (ndarray[tuple[Any, ...], dtype[float]]) — The frequencies for which the
model spectrum amplitudes are computed.
« amplitudes (ndarray[tuple[Any, ...], dtype[float]]) — The amplitudes of the
spectrum.
e ndofs (ndarray[tuple[Any, ...], dtype[float]]) — The number of degrees of
freedom at each frequency.
« weights (ndarray[tuple[Any, ...], dtype[float]]) — Fitting weights, in range [0,
1], to use for each grid point.
« nonlinear_pars (ndarray[tuple[Any, ...], dtype[float]]) — The values of the
nonlinear parameters for which the basis functions are computed.
Return type
ndarray[tuple[Any, ...], dtype[float]]
Returns
« linear_pars — The solved linear parameters.
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« amplitudes_model — The model amplitudes computed with the solved pa-

rameters.
valid(pars)
Return True when the parameters are within the feasible region.
Return type
bool
Parameters
pars (ndarray[tuple[Any, ...], dtypel[float]])

which_invalid(pars)
Return a boolean mask for the parameters outside the feasible region.

Return type
ndarray[tuple[Any, ...], dtype[bool]]

guess(freqs, ndofs, amplitudes, weights, model, rng, nonlinear_budget)
Guess initial values of the parameters for a model.

Parameters

o fregs (ndarray[tuple[Any, ...], dtype[float]]) — The frequencies for which the
model spectrum amplitudes are computed.

« ndofs (ndarray[tuple[Any, ...], dtype[float]]) — The number of degrees of free-
dom at each frequency.

o amplitudes (ndarray[tuple[Any, ...], dtype[float]]) — The amplitudes of the spec-
trum.

« weights (ndarray[tuple[Any, ...], dtype[float]]) — Fitting weights, in range [0, 1],
to use for each grid point.

+ model (SpectrumModel) — The model for which the parameters are guessed.
« rng (Generator) — The random number generator.

* nonlinear_budget (int) — The number of samples of the nonlinear parameters
is computed as nonlinear_budget *+* num_nonlinear, where num_nonlinear is the
number of nonlinear parameters.

Returns
pars — An initial guess of the parameters.

stacie.plot module

Plot various aspects of the results of the autocorrelation integral estimate.

fixformat(s)
Replace standard scientific notation with prettier unicode formatting.

8.5. Application Programming Interface 175


https://docs.python.org/3/library/functions.html#bool
https://numpy.org/doc/stable/reference/generated/numpy.ndarray.html#numpy.ndarray
https://docs.python.org/3/library/stdtypes.html#tuple
https://docs.python.org/3/library/typing.html#typing.Any
https://numpy.org/doc/stable/reference/generated/numpy.dtype.html#numpy.dtype
https://docs.python.org/3/library/functions.html#float
https://numpy.org/doc/stable/reference/generated/numpy.ndarray.html#numpy.ndarray
https://docs.python.org/3/library/stdtypes.html#tuple
https://docs.python.org/3/library/typing.html#typing.Any
https://docs.python.org/3/library/constants.html#Ellipsis
https://numpy.org/doc/stable/reference/generated/numpy.dtype.html#numpy.dtype
https://docs.python.org/3/library/functions.html#bool
https://numpy.org/doc/stable/reference/generated/numpy.ndarray.html#numpy.ndarray
https://docs.python.org/3/library/stdtypes.html#tuple
https://docs.python.org/3/library/typing.html#typing.Any
https://docs.python.org/3/library/constants.html#Ellipsis
https://numpy.org/doc/stable/reference/generated/numpy.dtype.html#numpy.dtype
https://docs.python.org/3/library/functions.html#float
https://numpy.org/doc/stable/reference/generated/numpy.ndarray.html#numpy.ndarray
https://docs.python.org/3/library/stdtypes.html#tuple
https://docs.python.org/3/library/typing.html#typing.Any
https://docs.python.org/3/library/constants.html#Ellipsis
https://numpy.org/doc/stable/reference/generated/numpy.dtype.html#numpy.dtype
https://docs.python.org/3/library/functions.html#float
https://numpy.org/doc/stable/reference/generated/numpy.ndarray.html#numpy.ndarray
https://docs.python.org/3/library/stdtypes.html#tuple
https://docs.python.org/3/library/typing.html#typing.Any
https://docs.python.org/3/library/constants.html#Ellipsis
https://numpy.org/doc/stable/reference/generated/numpy.dtype.html#numpy.dtype
https://docs.python.org/3/library/functions.html#float
https://numpy.org/doc/stable/reference/generated/numpy.ndarray.html#numpy.ndarray
https://docs.python.org/3/library/stdtypes.html#tuple
https://docs.python.org/3/library/typing.html#typing.Any
https://docs.python.org/3/library/constants.html#Ellipsis
https://numpy.org/doc/stable/reference/generated/numpy.dtype.html#numpy.dtype
https://docs.python.org/3/library/functions.html#float
https://numpy.org/doc/stable/reference/random/generator.html#numpy.random.Generator
https://docs.python.org/3/library/functions.html#int

STACIE, Release 1.0

Return type

str

Parameters
s (s tr)

plot_acint_estimates(ax, uc, rs)
Plot the sorted autocorrelation integral estimates and their uncertainties.

Parameters
* ax (Axes)
* uc (UnitConfig)

e rs (list[Result])

plot_all_models(ax, uc, r)
Plot all fitted model spectra (for all tested cutoffs).

Parameters
* ax (Axes)
* uc (UnitConfig)

o r (Result)

plot_cutoff_weight(ax, uc, r)
Plot the cutoff criterion as a function of cutoff frequency.

Parameters
e ax (Axes)
« uc (UnitConfig)

or (Result)

plot_evals(ax, uc, r)
Plot the eigenvalues of the Hessian as a function of the cutoff frequency.

Parameters
* ax (Axes)
« uc (UnitConfig)

o r (Result)

plot_extras(axs, uc, r)
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Parameters
o axs (ndarray[tuple[Any, ...], dtype[Axes]])
« uc (UnitConfig)

o r (Result)

plot_fitted_spectrum(ax, uc, r, *, legend=True)
Plot the fitted model spectrum.

Parameters
e ax (Axes)
o uc (UnitConfig)
or (Result)

« legend (bool)

plot_qq(ax, uc, rs)
Make a qq-plot between the predicted and expected distribution of AC integral estimates.

This plot function assumes the true integral is known.

Parameters
* ax (Axes)
* uc (UnitConfig)

o rs (list[Result])

plot_results(path_pdf, rs, uc=None, *, figsize=(7.5, 4.21875), legend=True)

Generate a multi-page PDF with plots of the autocorrelation integral estima-
tion.

Parameters
« path_pdf (str) — The PDF file where all the figures are stored.

o rs (Result | list[Result]) — A single Result instance or a list of them. If the
(first) result instance has spectrum.amplitudes_ref set, theoretical expectations
are included. When multiple results instances are given, only the first one is
plotted in blue. All remaining ones are plotted in light grey.

» uc (UnitConfig | None) — The configuration of the units used for plotting.
« figsize (tuple) — The figure size tuple for matplotlib
« legend (bool)

plot_sanity(ax, uc, r)
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Parameters
* ax (Axes)
« uc (UnitConfig)

o r (Result)

plot_spectrum(ax, uc, s, nplot=None)
Plot the empirical spectrum.

Parameters
e ax (Axes)
o uc (UnitConfig)
s (Spectrum)

* nplot (int | None)

plot_uncertainty(ax, uc, r)
Plot the autocorrelation integral and uncertainty as a function fo -cutoff fre-

quency.
Parameters
* ax (Axes)
* uc (UnitConFig)
or (Result)
rms(x)

stacie.spectrum module

Utility to prepare the spectrum and other inputs for given sequences.

class Spectrum(rmean, variance, timestep, nstep, freqs, ndofs, amplitudes, amplitudes_ref=None)
Bases: object

Container class holding all the inputs for the autocorrelation integral esti-
mate.

Parameters
« mean (float)
« variance (float)
« timestep (float)
* nstep (int)

o freqs (ndarray[tuple[Any, ...], dtype[float]])
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e ndofs (ndarray[tuple[Any, ...], dtype[float]])
. amplitudes(ndarray[tuple[Any, ...], atype[float]])
o amplitudes_ref (ndarray[tuple[Any, ...], dtype[float]] | None)

amplitudes: ndarray[tuple[Any, ...], dtypel[floatl]
The spectrum amplitudes averaged over the given input sequences.

amplitudes_ref: ndarray[tuple[Any, ...]1, dtypel[float]] | None
Optionally, the known analytical model of the power spectrum, on the same frequency
grid.

freqs: ndarray[tuple[Any, ...], dtype[float]]
The equidistant frequency axis of the spectrum.

mean: float
The mean of the input sequences multiplied by the square root of the prefactor.

ndofs: ndarray[tuple[Any, ...]1, dtypelfloatl]
The number of independent contributions to each amplitude.

property nfreq: int

The number of RFFT frequency grid points.
nstep: int

The number of time steps in the input.

timestep: float
The time between two subsequent elements in the given sequence.

variance: float

The variance of the input sequences multiplied by the prefactor.

without_zero_freq()
Return a copy without the DC component.

Return type
Self

compute_spectrum(sequences, , prefactors=1.0, timestep=1, include_zero_freq=True)
Compute a spectrum and store all inputs for estimate_acint in a Spectrum instance.

The spectrum amplitudes are computed as follows:

M 2

N-1
C, = 1 Z Enh Z x™ ex <—i27mk>
‘ M m=1 2N n=0 ! b N

where:
« F,, is the given prefactor (may be different for each sequence),
« h is the timestep,
« N is the number of time steps in the input sequences,
« M is the number of independent sequences,

. xfj”) is the value of the m-th sequence at time step n,
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« k is the frequency index.

The sum over m simply averages spectra obtained from different sequences. The factor
F, h/2N normalizes the spectrum so that its zero-frequency limit is an estimate of the auto-
correlation integral.

Parameters

e sequences (Iterable[ndarray[tuple[Any, ], dtype[-Float]]] | ndarray[tuple[Any, .
..], dtype[float]]) — The input sequences, which can have several forms. If
prefactors is not None, it can be:

— An array with shape (nindep, nstep) or (nstep,). In case of a 2D array, each
row is a time-dependent sequence. In case of a 1D array, a single sequence
is used.

— An iterable whose items are arrays as described in the previous point. This
option is convenient when a single array does not fit in memory:.

If prefactors is None:

— A tuple of a prefactor (or an array of prefactors) and a sequences array,
either 1D or 2D as described above.

— An iterable whose items are tuples of a prefactor (or an array of prefactors)
and a sequences array, either 1D or 2D as described above.

All sequences are assumed to be statistically independent and have length
nstep. (Time correlations within one sequence are fine, obviously.) We recom-
mend using multiple independent sequences to reduce uncertainties. Arrays
must be used. (lists of floating point values are not supported.)

e prefactors (Iterable[ndarray[tuple[Any, .. .], dtype[ﬂoat]]] | ndarray[tuple[Any,
...], dtype[float]] | None) — A positive factor to be multiplied with the autocor-
relation function to give it a physically meaningful unit. This argument can be
given in multiple forms:

— None, in which case the sequences are assumed to be one or more (prefac-
tors, sequences) tuples.

— A single floating point value: the same prefactor is used for all input se-
quences.

— A single array with shape (nindep,): each sequence is multiplied with the
corresponding prefactor.

— An iterable whose items are of the form described in the previous two
points. In this case, the sequences must also be given as an iterable with
the same length.

« timestep (float) — The time step of the input sequence.

« include_zero_freq (bool) — When set to False, the DC component of the spectrum
is discarded.

Return type

Spectrum

Returns
spectrum — A Spectrum object holding all the inputs needed to estimate the integral
of the autocorrelation function.
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stacie.synthetic module

Generate synthetic time-correlated data for algorithmic testing and validation.

generate(psd, timestep, nseq, nstep=None, rng=None)
Generate sequences with a given power spectral density.

Parameters

o psd (ndarray[tuple[Any, ...], dtype[float]]) — The power spectral density.
The normalization of the PSD is consistent compute_spectrum when using
prefactors=2.0 and the given timestep as arguments. The empirical amplitudes
of the spectrum will then be consistent with given PSD. Hence psd[e] is the
ground truth of the autocorrelation integral.

* timestep (float) — The time between two subsequent elements in the sequence.
« nseq (int) — The number of sequences to generate.

* nstep (int | None) — The number of time steps in each sequence. When not given,
the number of steps is 2 * (len(psd) - 1). This argument can be used to truncate
the sequences, which can be useful for creating aperiodic signals.

« rng (Generator | None) — The random number generator.

Return type
ndarray[tuple[Any, .. .], dtype[-Float]]

Returns
sequences — The generated sequences, a 2D array with shape (nseq, nstep), where
nstep = 2 * (len(psd) - 1) if not provided.

stacie.utils module

Utilities for preparing inputs.
exception PositiveDefiniteError
Bases: valueError

Raised when a matrix is not positive definite.

class UnitConfig(clevel=0.95, *, acint_symbol="\\\\mathcal(l}', acint_unit_str=", acint_unit=1.0,
acint_fmt="2e', freq_unit_str=", freq_unit=1.0, freq_fmt="2e', time_unit_str=",
time_unit=1.0, time_fmt="2e")

Bases: object
Unit configuration for plotting function.

Note that values are divided by their units before plotting. This class only affects
screen output and plotting. It never influences numerical values in STACIE’s computa-
tions.

Parameters
* clevel (float)
« acint_symbol (str)

e acint_unit_str (str)
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e acint_unit (float)
o acint_fmt (str)

o freq_unit_str (str)
* freq_unit (float)

o freq_fmt (str)

o time_unit_str (str)
* time_unit (float)

o time_fmt (str)

acint_fmt: str
The format string for an autocorrelation integral.

acint_symbol: str
The symbol used for the autocorrelation integral.

acint_unit: float
The unit of an autocorrelation integral.

acint_unit_str: str
The text used for the autocorrelation integral unit.

property clb: float
The confidence lower bound used to plot confidence intervals.

clevel: float
The confidence level used to plot confidence intervals.

property cub: float
The confidence upper bound used to plot confidence intervals.

freq_fmt: str
The format string for a frequency.

freq_unit: float
The unit of frequency.

freq_unit_str: str
The text used for the frequency unit.

time_fmt: str

The format string for a time value.
time_unit: float

The unit of time.
time_unit_str: str

The text used for the time unit.

block_average(sequences, size)
Reduce input sequences by taking block averages.

This reduces the maximum frequency of the frequency axis of the spectrum, which may be
useful when the time step is much shorter than the exponential autocorrelation time.

A time step h = /(20z) (after taking block averages) is recommended, not

larger.

Texp
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Parameters

* sequences (ndarray[tuple[Any, .. .], dtype[-Float]]) - Input sequence(s) to be block
averaged, with shape (nseq, nstep). A single sequence with shape (nstep, ) is
also accepted.

o size (int) — The block size

Return type
ndarray [tuple[Any, .. .], dtype [TypeVar(_ScalarT, bound= generic)]]

Returns
blav_sequences — Sequences of block averages, with shape (nseq, nstep // size)

label_unit(label, unit str)
Format a label with the unit string as label [unit].

When the unit is "" or None, the unit is omitted.

Parameters
o label (str) — The label text.
e unit_str (str | None) — The unit string.

Return type

str

mixture_stats(means, covars, weights)
Compute the statistics of the (Gaussian) mixture distribution.

Parameters

« means (ndarray[tuple[Any, ...], dtype[float]]) — The means of the mixture com-
ponents. Weighted averages are taken over the first index. Shape is (ncomp,
nfeature) or (ncomp,). If the shape is (ncomp,), the means are interpreted as
scalars. If the shape is (ncomp, nfeature), the means are interpreted as vectors.

o covars (ndarray[tuple[Any, ...], dtype[float]]) — The covariances of the mixture
components. If the shape matches that of the means argument, this array is
interpreted as a diagonal covariance matrix. If the shape is (ncomp, nfeature,
nfeature), this array is interpreted as full covariance matrices.

o weights (ndarray[tuple[Any, ...], dtype[float]]) — The weights of the mixture
components. Shape is (ncomp,). The weights are normalized to sum to 1.

Returns
« mean — The mean of the mixture distribution. Shape is (nfeature,).

« covar — If the input covariance matrix is diagonal, the output covariance matrix
is also diagonal and has shape (nfeature, ). If the input covariance matrix is full,
the output covariance matrix is also full and has shape (nfeature, nfeature).

robust_dot(scales, evals, evecs, other)
Compute the dot product of a robustly diagonalized matrix with another matrix.

« The first three arguments are the output of robust_posinv.
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« To multiply with the inverse, just use element-wise inversion of scales and evals.

Parameters
« scales — The scales used to precondition the matrix.
« evals — The eigenvalues of the preconditioned matrix.
« evecs — The eigenvectors of the preconditioned matrix.
« other — The other matrix to be multiplied. 1D or 2D arrays are accepted.

Returns
result — The result of the dot product.

robust_posinv(matrix)
Compute the eigenvalues, eigenvectors and inverse of a positive definite symmetric matrix.
This function is a robust version of numpy.linalg.eigh and numpy.linalg.inv that can handle

large variations in order of magnitude of the diagonal elements. If the matrix is not positive
definite, a ValueError is raised.

Parameters
matrix (ndarray[tuple[Any, ...], dtype[float]]) — Input matrix to be diagonalized.

Return type
tuple[ndarray[tuple[Any, ], dtype[TypeVar(_Sca'LarT, bound= generic)]], ndar-
ray[tuple[Any, ], dtype[TypeVar(_ScalarT, bound= generic)]], ndarray[tuple[Any,
. .], dtype[TypeVar(_ScalarT, bound= generic)]], ndarray[tuple[Any, .. .],

dtype [TypeVar(_ScalarT, bound= generic)]]]
Returns
« scales — The scales used to precondition the matrix.
« evals — The eigenvalues of the preconditioned matrix.
« evecs — The eigenvectors of the preconditioned matrix.

« inverse — The inverse of the original.

split(sequences, nsplit)
Split input sequences into shorter parts of equal length.

This reduces the resolution of the frequency axis of the spectrum, which may be useful when
the sequence length is much longer than the exponential autocorrelation time.

Parameters

« sequences (ndarray[tuple[Any, ...], dtype[float]]) — Input sequence(s) to be split,
with shape (nseq, nstep). A single sequence with shape (nstep, ) is also ac-
cepted.

« nsplit (int) — The number of splits.

Return type
ndarray[tuple[Any, ...], dtype[Typevar(_ScalarT, bound= generic)]]

Returns
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split_sequences — Splitted sequences, with shape (nseq * nsplit, nstep // nsplit).

Module contents

The STACIE package.
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CHAPTER 9

Code of Conduct

9.1 Our Pledge

We as members, contributors, and leaders pledge to make participation in our community a
harassment-free experience for everyone, regardless of age, body size, visible or invisible dis-
ability, ethnicity, sex characteristics, gender identity and expression, level of experience, educa-
tion, socio-economic status, nationality, personal appearance, race, caste, color, religion, or sexual
identity and orientation.

We pledge to act and interact in ways that contribute to an open, welcoming, diverse, inclusive,
and healthy community.

9.2 Our Standards

Examples of behavior that contributes to a positive environment for our community include:
« Demonstrating empathy and kindness toward other people
+ Being respectful of differing opinions, viewpoints, and experiences
« Giving and gracefully accepting constructive feedback

« Accepting responsibility and apologizing to those affected by our mistakes, and learning
from the experience

« Focusing on what is best not just for us as individuals, but for the overall community
Examples of unacceptable behavior include:

« The use of sexualized language or imagery, and sexual attention or advances of any kind

« Trolling, insulting or derogatory comments, and personal or political attacks

« Public or private harassment

« Publishing others’ private information, such as a physical or email address, without their
explicit permission

+ Other conduct which could reasonably be considered inappropriate in a professional setting
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9.3 Enforcement Responsibilities

Community leaders are responsible for clarifying and enforcing our standards of acceptable be-
havior and will take appropriate and fair corrective action in response to any behavior that they
deem inappropriate, threatening, offensive, or harmful.

Community leaders have the right and responsibility to remove, edit, or reject comments, com-
mits, code, wiki edits, issues, and other contributions that are not aligned to this Code of Conduct,
and will communicate reasons for moderation decisions when appropriate.

9.4 Scope

This Code of Conduct applies within all community spaces, and also applies when an individual is
officially representing the community in public spaces. Examples of representing our community
include using an official email address, posting via an official social media account, or acting as
an appointed representative at an online or offline event.

9.5 Enforcement

Instances of abusive, harassing, or otherwise unacceptable behavior may be reported to the com-
munity leaders responsible for enforcement at Toon.Verstraelen@UGent.be All complaints will be
reviewed and investigated promptly and fairly.

All community leaders are obligated to respect the privacy and security of the reporter of any
incident.

9.6 Enforcement Guidelines

Community leaders will follow these Community Impact Guidelines in determining the conse-
quences for any action they deem in violation of this Code of Conduct:

9.6.1 1. Correction

Community Impact: Use of inappropriate language or other behavior deemed unprofessional or
unwelcome in the community.

Consequence: A private, written warning from community leaders, providing clarity around the
nature of the violation and an explanation of why the behavior was inappropriate. A public
apology may be requested.

9.6.2 2. Warning

Community Impact: A violation through a single incident or series of actions.

Consequence: A warning with consequences for continued behavior. No interaction with the
people involved, including unsolicited interaction with those enforcing the Code of Conduct, for
a specified period of time. This includes avoiding interactions in community spaces as well as
external channels like social media. Violating these terms may lead to a temporary or permanent
ban.
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9.6.3 3. Temporary Ban

Community Impact: A serious violation of community standards, including sustained inappro-
priate behavior.

Consequence: A temporary ban from any sort of interaction or public communication with the
community for a specified period of time. No public or private interaction with the people in-
volved, including unsolicited interaction with those enforcing the Code of Conduct, is allowed
during this period. Violating these terms may lead to a permanent ban.

9.6.4 4. Permanent Ban

Community Impact: Demonstrating a pattern of violation of community standards, including
sustained inappropriate behavior, harassment of an individual, or aggression toward or dispar-
agement of classes of individuals.

Consequence: A permanent ban from any sort of public interaction within the community.

9.7 Attribution

This Code of Conduct is adapted from the Contributor Covenant, version 2.1, available at https:
/Iwww .contributor-covenant.org/version/2/1/code_of_conduct.html.

Community Impact Guidelines were inspired by Mozilla’s code of conduct enforcement ladder.

For answers to common questions about this code of conduct, see the FAQ at https://www.
contributor-covenant.org/faq. Translations are available at https://www.contributor-covenant.
org/translations.
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